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Abstract—Conventional video consists of a single sequence ofnhon-linear media allowpersonalization of the viewed content
video frames. During a client's playback period, frames are according to individual preferences.
viewed sequentially from some specified starting point. Théixed The single linear frame sequence of conventional video has

frame ordering of conventional video enables efficient scluriled bled f efficient scheduled broadcast deli t
broadcast delivery, as well as efficient near on-demand dekry enabled use of efncient scheduled broadcast delivery Isyste

to large numbers of concurrent clients through use of perioit  (€.9., TV broadcasting), as well as development of scalable
broadcast protocols in which the video file is segmented and techniques for on-demand and near on-demand delivery. With

transmitted on multiple channels. . on-demand delivery, incoming client requests for a medéa fil
This paper considers the problem of devising scalable protmls are served immediately (system capacity permitting)yetig

for near on-demand delivery of “non-linear” media files whos lients to view th dia at ti f their ch . H
content may have a tree or graph, rather than linear, structue. clients to view the media at imes ot their choosing. Howgever

Such media allows personalization of the media playback aoed-  the total resource usage (server and/or peer, and network)
ing to individual client preferences. We formulate a mathenatical  increases with the rate of media file requests, although this
model for determination of the optimal periodic broadcast jncrease can be reduced to sublinear (e.q., [3], [12]) celei
protoco_l fo_r non-lin_ear media v_vith_piecev_vise-linear strudures.  pyrpadcast protocols [5], [7], [9], [11], [14], [15] offer Beon-
Our objective function allows differing weights to be placel on demand service. in Whié:h e’ach’ cIien’t inCL’IrS a playbackugtart
the startup delays required for differing paths through the media. & p y a
Studying a number of simple non-linear structures we provice delay of duration dependent on the server's transmission
insight into the characteristics of the optimal solution. For cases schedule, using fixed server bandwidth that is independent o
in which the cost of solving the optimization model is prohilitive,  the request rate. In the most efficient of these protocots, th
we propose and evaluate an efficient approximation algoritm. required server bandwidth increases only logarithmicaity
linearly decreasing client startup delay [11].

|, INTRODUCTION _One. approach to deliv_ery of pon—linear. media_ with
iecewise-linear structures is to cyclically multicasttedin-
¢ h 3 q iy f h 'BQr portion [4]. Like periodic broadcast, this approach can
ra.mesé)]f_at are _\/le\r/]\{e Sequ,e'?‘t'a yl' rom"a cdpsen ,S,tart'ﬂgcommodate arbitrarily high client request rates usingdfix
point. s mtgrest In tis paper is “non- inéar media CANTY  geryer bandwidth; however, the required client startupyle
of multiple linear sequences s_eamlessl)_/ linked in a tree ffear in the sizes of the linear portions. A related apphoac
g_raph str_ucture, aII0\_N|ng m_ult|ple pOS_S|bIe playback patl}s to deliver each linear portion using a separate set of
dlf(;en_ng |(n) the medlla _poLtlons the}(_ mg:ludef f;l]nd/or _the'f)eriodic broadcast channels, enabling the client starglgyd
ordering. One example is the generalization of the trauitio to be decreased with logarithmic increase in server barttiwid

linear movie to a non-linear form in which the viewer is abl?\owever such approaches have been shown to be inherently

_to choose among a variety of possible plot sequences and q@g's efficient than techniques that exploit the particulam-n
ings. Such non-linear formats are already available on DV meqia structure, at least for some classes of media
releases of movies (e.g., the DVD edition of the Hollywoo tructures [16]

mov?e “?'“e" has three Qiﬁerent endings). More converdion 5, jemand and near on-demand scalable delivery tech-
applications are evident in areas such as news-on-demaind ues that exploit knowledge of the possible or likely wtie

wrtugl tours. F?lr exalmple, a custm;nzable ;ec\j/vs on-demaﬁ hs through the media were proposed in [16]. However, the
service may aflow clients IFC.) V\I/atc ixﬁan '€ (r:]overage R&ar on-demand periodic broadcast protocols were dewtlope
entertainment, sports, or political news following the exage only for fairly narrow subclasses of media file topologieg (e

of the main headlines. Typically, in these customizable Ofees). Furthermore, these protocols have the disadvantag

demand streaming services some of the content Sequence%f”?equiring the multiplexing of data from different paths

common t? aIIfwevyers, }N'Lh the (:rjng\alqlng sequenceshshargﬁ the same channel (implying that clients receive data that
among only a fraction of the media’s viewers. As such, notse. 44 not require), andfor fragmented use of transmission

linear media offers benefits to both the media creator and ources using possibly many channels that cycle between

end USEr. For me¢a developers, _non-h_near media offers L‘E't?tive and idle states. An additional disadvantage is that t
potentlal_ for creation of new media artn‘acts that WOUId, NQlansmission schedules used in these protocols are heallist
be possible when constrained to the linear form. For client§tarmined. In contrast, for linear medptimized periodic

To appear inEEE Transactions on Multimedia. This work was supported broadcast protocols. have been develqped that minim_iZBtC”e
by the Natural Sciences and Engineering Research Counclhoada. startup delay for a given server bandwidth allocation arehtl



reception capacity [11], [14]. appropriate design of segment lengths, channel trangmissi
This paper concerns the problem of devising periodic broagtes, and segment broadcast schedule, clients are able to
cast protocols for non-linear media structures, that mequieceive all data in time for playback, with required server
neither the multiplexing of data from multiple paths on théandwidth that increases only logarithmically with desiag
same channel, nor fragmented use of transmission resourctient startup delay.
Furthermore, of interest is the determination atimized In this paper we consider the class of periodic broadcast
protocols that minimize a weighted average of path depend@notocols in which a (constant bit rate) media file is patigd
client startup delays, for given server bandwidth allamand into K segments and each segment is repeatedly broadcast
client reception capacities. on a separate channel at a fixed ratetimes the media
We formulate a mathematical optimization model for perplayback rate. Clients download each segment of the media
odic broadcast delivery of non-linear media structures¢ha file in its entirety before playback of its media data begins.
be partitioned into a finite number of linear media segments, addition to simplifying protocol design, this latter jperty
under the assumption that clients make their path choidesmportant for support of quality adaptation [14] and petck
(from a finite set of paths) at their arrival to the systém. loss recovery [11].
A key component of our work is the modelling of periodic Within the aforementioned class of protocols, optimized
broadcast as &near optimization problem, as first proposedperiodic broadcast (OPB) protocols have been developdd [11
for a context of linear media with heterogeneous clients].[14The client download schedule and segment lengths in these
The new optimization model for non-linear media files iprotocols are optimized so as to minimize client startugylel
substantially more complex than that for the linear medfar a given server bandwidth and client reception capacity.
files. Specifically, our optimization model requires saati The protocols assume linear media and homogenous clients
of a possibly very large number of linear programs (LPsyherein each client can concurrently receive franserver
rather than just a single LP as in [14]. We develop solutiathannels. In the following, clients able to receiveserver
space pruning methods, and exploit structure that we iyentchannels are said to have “reception channels”. Clients
in the optimal solution for a particular class of scenari&s, initially start downloading the first segments. The download
as to substantially expand the range of cases for which exatkach segmernik, k > s, uses the same reception channel as
solutions are feasible. For other cases in which the cost thht used for segme#t-s and begins as soon as the download
solving the optimization model is prohibitive, we propos@la of segmentk — s is complete; i.e., a round-robin, in-order,
evaluate an efficient approximation algorithm. ordering of segment downloads across the reception chgnnel
The remainder of the paper is organized as follows. Seg-optimal in this context. (Note that the data for each segme
tion Il describes the class of periodic broadcast protoobls is generally received out-of-order since a server chanrasi m
interest in this work. Section Il presents our optimizatiobe at any point in its cyclic transmission of its segment when
model for non-linear media, the ways in which we expand client begins reception.) Clients may begin playback as
the range of cases for which exact solutions of the modgbon as they have completed download of the first segment.
are feasible, and the approximation algorithm that we psepaThe segment lengths are chosen such that clients continuing
for use when the cost of an exact solution is prohibitivglayback without pause will receive each subsequent segmen
Section IV presents numerical results illustrating thel-scgust prior to this segment’s playback point. Such segment
ability properties of optimized periodic broadcast for norniengths can be easily determined using equations that xpre
linear media, the use of weights in the optimization modghe maximum length of each segment in terms of the lengths
to obtain lower startup delays for particular classes @frth, of the preceding segments. Subsequent work generalized the
and the accuracy and example application of the approximatiOPB protocols to the context of heterogeneous clients with

algorithm. Conclusions are presented in Section V. differing reception capacities [14]. In these protocoégraent
sizes are determined through solution of a linear program in
1. PERIODIC BROADCAST which weights can be used to control the relative quality of

For scalable near on-demand delivery of linear media file¥€rvice given to the various types of clients.
many periodic broadcast protocols have been proposed/s]-[ N addition to extensive analysis and simulation studies
[9], [11], [15]; a number of these are surveyed in [5]. Mosef the performance of periodic broadcast protocols, other
periodic broadcast protocols have a similar structure.sghevork has shown the feasibility of such protocols using an
protocols devote a fixed number of server channels per meHigrnet streaming video testbed [1]. While implementagio
file, and cyclically broadcast segments of the media file &f periodic broadcast protocols are most efficient in mattc
these channels according to a predetermined scheduletcli€nabled networks; we note that cyclic multicast protocols
receive multiple segments concurrently at an aggregaee réi#sed to deliver each segment) can significantly reduce the
that exceeds the media playback rate. Any data that is mteifesource usage at servers even in systems without multcast
ahead of when it is needed for playback is buffered. witdroadcast channels [13].

1We note that 3D-graphic models used for video games (sucteasn8 2Whereas wide-area multicast is currently not implementeughout
Life, for example) could be considered as non-linear mellisa,fall outside the Internet, we note that there is much anecdotal evidendiating
the scope of this paper. Such media is not composed of psérexi‘paths” that multicast is deployed within many sub-domains, peyand enterprise
or “segments” as in the type of media assumed here, and the' nagigation networks. Also, proxy-assisted multicast architecturgls [B], [10] may be
is dynamic rather than being fixed at the time the user entersystem. deployed by Content Distribution Networks.



[1l. OPTIMIZED NON-LINEAR BROADCAST is repeatedly broadcast on a separate channel at a fixed rate

This section describes methods for obtaining optimichdt'm_eS thethid'Ia{ playbglt_:k ;atz; thuls t(l;e serr]ver band:/wc:th
periodic broadcast protocols for near on-demand streamﬁngrequ'remen. = foxr. Llients downioad each segment o
non-linear media. Section IlI-A describes our model and ale media file in its entirety before playback of its mediaadat

sumptions. Section IlI-B provides a mathematical formolat €gins. : - .
for the case in which clients are assumed to make their mediawe assume that the non-l_mear med_|a file _under consider-
selection at their arrival instance. This formulation akothe 210N CONSIStS of a total OE I|near medlg portlgns, each of
optimal channel allocation and segment size progressionl?ggthLe' Fu_rther, eqch client typg (1 S j=J) IS qssumed

be obtained by solving a large set of Linear Programs (LPg . be associated W_'th a _path selectidh, conS|st|ng of a
Section IlI-C describes how the model can be applied to t gduence ofF;| media portions. Note that path selections may

case in which clients may defer their path selection degssio overlz?\p, and furthermore, have different total media péay
The possible characteristics of optimal solutions areutised durz?\tlons._ . . e

in Section I1I-D. To expand the range over which optimall___ Fig. 1 illustrates simple non-linear media file structures.
solutions are feasible, Sections IlI-E and IlI-F considay#/to i9. 1(a) represents a video with two alternative endings as

reduce the number of LPs that must be solved; Section III-E}E'[ree with height two. The edges of the tree represent the

introduces state space pruning methods, while Sectiof j|various media portions and the tree structure defines ther ord

consider a class of scenarios for which the basic structtire'd which these portions may be received. Fig. 1(b) represent

an optimal solution can be determined. Finally, SectiorQ@ll acase in which there are possible _begmmng_sn different
describes an approximation algorithm that can be used wh%'ﬁd'ngs’ and all clients share the middle portion.

the cost of finding an optimal solution is prohibitive. Folralt 1

gorithms the channel allocation and segment sizes pragress
can be calculated offline and their computational compjexit
therefore does not affect the performance of the clientsleTia
summarizes notation.

TABLE | P
NOTATION FORNON-LINEAR BROADCAST
n+3 2n+2
[ Symbol T Definition | (a) Two-ending Media (b) Virtual Tour
K Total number of server channels (segments) Fig. 1. Example Non-linear Media Structures
r Segment transmission rate
= mnlig'ésr g; g}zﬂﬁeﬁ);a%b;cg g'ite;]?tgz tygecan In addition to a path selectior;, it is assumed that each
! concurrently listen to client of typej has a reception bandwidth &f = r x s;,
B Server bandwidth allowing it to concurrently download om; channels. We
J Total number of client types . . assume that the path selectiéfh and client bandwidtlb; are
Le Total media playback length of media portien known at the time of the client request. Given this informati
Me Total number of server channels (and segments)  the protocol provides each client with a startup detgy
allocated to media portion . . 7
T Total media playback length of segmanbn and a schedule for receiving the required segments, which
o media portione guarantees that each segment along a path is received by its
P; Set of all media portions along the path selected playback time. Of interest is the problem of determining the
by client type;j - - segmentation and client download schedules which minimize
B Set of all media portions in the media file the weighted startup delay over all clier}$;_, w;7;, where
: (DEt: Uz':.lff) o delay o Clienis oF v w; is the weight given to the startup delay experienced by
;JJ WiiZLTILT;SE(IjCle’a:;liuepntseoafyt;p; 1ents ot type clients making path selection This weight could reﬂ_ec:tz for
) Time by which a client of type completes example, the fractlor_l of total requests for_ the media filé tha
download of segment along path selectior; are generated by clients of type requesting pathP;. We
1;(k) Total media playback Tength of segménalong consider only segmentations in which segments do not cross
path selection?; _ portion boundaries. Relaxing this restriction would yiglh-
prev;(k) | Index of the preceding segment received over tocols requiring the multiplexing of data from differenttpa
the same reception channel as segnieatong -
path selection?, on the same channel, and/or fragmented use of transmission
T Protocol threshold time resources, as in the protocols proposed in [16].
m Protocol threshold index
B. Mathematical Formulation
) Under the assumptions described in Section IlI-A, the seg-
A. Assumptions

ment size progression for the Optimized Non-linear Broatica

As stated in Section IlI, this paper consider the class pfotocol can be obtained by solving a large set of Linear
periodic broadcast protocols in which a (constant bit rat€rograms (LPs) and selecting the best solution. Each LR, wit
media file is partitioned intdX segments and each segmergtructure defined by constraints (3)-(8), is for a particula



number of server channels (and segmentsyllocated to each  Subiject to:
portion e, as well as a unique order in which clients of each

type receive the segments of their path. Thevalues must t;(0) =0, vj (4)
i i ints: Lk
satisfy the following constraints: t:(k) = t;(prev; (k)) + .7i )’ Vil <k<K; ()
k—1
tj(k) <1+ LK), Vi,1<k<K; 6
Zne:K (1) i(k) J ]C/ZZI (k) J J (6)
eck Ne
Ne € N+7 Ve (2) Z le,i - Lea Ve (7)
1=1
le,’iv Tj, tj(k) 2 07 vev ivja k (8)

Note that there are a total q;g‘jll) unique choices of the

{n.} values that satisfy these constraints The objective function in equation (3) assigns a weighto
€ .

the startup delay experienced by clients making path sefect
Further, given such a partitioning of the server bandwidth;. Constraints (4) and (5) assume that clients having fully
among the media portions, the segments needed to be regrieved a segment immediately start downloading the next
trieved along each path can be retrieved using many differgegment scheduled over the same reception channel. A client
client schedules. While a client selecting path, may in of type j listens tos; concurrent channels, if possible, and
some cases benefit from receiving the segments along tisfully served when it has downloadell; = Zeep_ Ne
path out of order, it is never advantageous for the segmestsyments. Constraint (6) specifies that a client must always
retrieved over the same reception channel to be retrievefly download segment: before completing playback of
out of order. Therefore, given a client with; reception segment: — 1. Further, the first segment must be downloaded
channels, thei; = 5 . ne segments along patk; can prior to beginning of playback, that is within timg of the
be received according t8(s;, K;) different schedules, whereclient request. Constraint (7) ensures that the combinetiane
S(s;, K;) = (1/s;) X2 o(=1)"(¥)(s; — )% is a Stirling duration of the segments along any media portion is equal
number of the second kind. With' client types, each of to the media duration of that portion. Finally, constrai@} (
the (lgffl) allocations of server channels to portions requireshsures that quantities are non-negative.

I17 S(sj, K;) different LPs to be solved.

j=1
The inputs to each LP are the set of portioAsin the C. Deferred Path Selection
non-linear media structure, their individual lengtlis §), the

number of server channels allocated to each portiars), 55sumed to make their path selection at their arrival ingtan
the number of server channel&J and their transmission gernative protocols can be designed which allow the tdiem

rate (), the_number’of client C_Iasseg)gand their individual - yefer their path choices. This section describes how theetnod
characteristicss(;, P;'s) and weights ¢;'s), as well as th? Set can be applied to the case in which clients may defer to some
of segments received over each reception chapmel((k)'s),  eytent their path selection decisions until the time at Whic
for each of theJ paths. Hereprev;(k) denotes the index yata from the next segment must start to be retrieved. Such

of the preceding segment received over the same receptigBincols do not require clients to pre-fetch data from iplet
channel as segmedt(and equals zero if there are no earlief,;y,re media portions in parallel, and in the case where the

segments scheduled on the same reception channel as useg|fQi reception bandwidth is not much greater than the play

segment). The outputs from each LP are the media playbagkie clients typically will be able to defer their path chesc

lengths of the segmenté. ('), and the startup delay for eachg pstantially. We note that protocols which require chetat

client type ;). retrieve data from multiple media portions in parallel fegu
To simplify the LP formulation, we let; (k) denote the time much less efficient bandwidth usage [16].
by which a client of typej completes download of segment Consider a client of type:, defined by the number of
k, andl;(k) denote thek*" segment along path selectid?), channelss(c) it can receive in parallel and the first media
where segments are enumerated from 1At In practice, portion it would like to obtain. Such a client may have muéip
for arbitrary non-linear media structures, a segnieand the path choices; each path choités associated with the smallest
previous segment received over the same chapnel;(k) possible startup delay;. With at least one path choice being
can easily be obtained using a mapping betwégik) and eliminated whenever a client picks a startup delay smaiin t
(e,4) pairs, as well as the channel each segment is receivetie largest startup delay required by any path selectioh wit
The LP for each configuration can be described as follov\g‘.at same initial _medla_ portion, all path choicgswith the
same initial media portion must accommodate for the same
Minimize: startup delay. Assuming a cliertis given a startup delay
7(c), this observation can be handled by adding the additional
J constraints that; = 7(c), whenever path choicg has the
Zwﬂi (3) starting point that defines. Finally, the objective function
=1 must be modified t®y_ w(c)7(c), wherew(c) is the weight

While this paper focuses on the case in which clients are



given to clients of typec. All other constraints remain the ;
same. Note that for the case in which the media structure 3
4

Playout: M 2 ‘ 3 ‘ 4 ‘ 5, or 5,
corresponds to a tree and all clients have the same downloac RC 1-
capacity the objective function reduces to a single stadalay

- oz [2]2]4]
(a) Server Allocation (b) Client Schedule

D. Characteristics of Optimal Solutions
. Lo . Fig. 2. Optimal Server Channel Allocation and Client ScheslUl; =
Optimal periodic broadcast protocols for non-linear medig™ ™, 77— g =5, = )

can differ greatly in their basic characteristics from thdsr
linear media® In particular, even for the context where clients

have homogeneous reception capacities, optimal protocgifes the size of the first segment, resulting in a startupydel
may employ out-of-order segment retrieval, non roundaobgqual to 1/12 (measured in units of the playback duration).
retrieval of segments on the client reception channels, a‘Faus, the segments retrieved by a peer are not monotonically
(even for channel rates greater than the media playback raign-decreasing in size. Also, this segment size prognessio
non-monotone segment length progressions. causes any schedule for which the clients fully utilize thei

Fig. 2 shows the optimal segment size progression and cligffynload channels until all segments are fully downloaded
download schedule on each of the two reception channelfd segments are scheduled back-to-back) to be constructe
(RC1 and RC2) for a simple scenario with the same tregch that clients either retrieve segments for the secortiame
structure as previously described in Fig. 1(a). Here, ea@tian portion out of order (e.g., clients start download of thettsix
portion is assumed to be of the same length, the server hagegment before beginning download of the fifth), or in non-
bandwidth of six times the playback rate, and the client hasund-robin order (e.g., clients download the fourth anth fif
bandwidth to listen to two channels, each transmitting at t'&egment over the same channel).
playback rate (i.e.L1 = Ly = L3, K =6, s = 2,7 =1).  Although optimal performance may not be achievable with
For this case it is optimal to allocate only a single servep,nd-robin schedules in some cases, perhaps in the cases of
channel to each leaf portion (which is downloaded as a singlgerest there is always a round-robin schedule that yiedds-
segmen_t) but to start downloading the respective _Ieaf SBYMEptimal performance. To investigate this question, reddyi
at the time of the first download completion. This schedugqmme scenarios similar to the above tree (more specificall
allows playback to begin at the download completion of thgose discussed in Sections IV-A and IV-B) were considered.
first segment. With the first segment being of half the size @f,; each scenario an optimized version of the round-robin
all the other segments of the first media portion, this atioca schedule (obtained using a modification of the solution tech
results in astar_tup delay of 1/14 (measured in units of tked toniques described in Section 11I-C) was compared with its
playback duration). corresponding optimal schedule (obtained using the tectasi

As shown in th_e figure, the optimal client schedule employfscribed in Sections I11-C, 11I-D, and I1-E). Among the2e0
out-of-order retrieval and does not schedule the segmegfgnarios, 46 cases were found where the weighted startup
retrieved over the reception channels in round-robin ordgg|ay with the best round-robin schedule was more than 5%
(.e., every second segment is not scheduled on the safigher than with the optimal schedule, 20 cases were found
channel). Although segment lengths are monotonically Nofyhere the performance difference was more than 20%, and 5

decreasing in the above example scenario, in many cases fhises were found where the performance difference was more
is not the case. For example, consider the media structyigan, 500

illustrated in Fig. 1(b). Clearly, when the length of the i=th
media portion becomes small the corresponding segment may
become smaller than the segments used for the other mdgiaPruning Methods

portions. . . . , Exhaustive search of the configuration space is typically
Another e_xamplle with non—mor!otonlg:ally INCréasing SeQateasible. This section develops rules for pruning thedea
ment sizes is a simple scenario in which clients _select OBBace. These rules are based on checking whether the wikighte
of two path_s, e_ach consisting of the same me_dla pqrt'ogt%rtup delay with the current best configuration is no great
A and B, differing only in the order thgse media portionghan 4 lower bound with some set of alternative configuration
are played out. Assume both path choices are given €diAlyhich case the latter need not be considered further. In
weight (w4, ) = w(p,4)), the length of the media POTtoNS 4 rticular, we use a lower bound?({n.}) on the weighted

ahrg the samelf, = LlB)’ ]TI = 6, Sh: 2,|andr :hl' Ind. startup delay possible with a given allocati¢n, } of server
this case, it is optimal to allocat channels to each mediagannals 1o portions.

portion, and use the optimal segment size progression editin Through the sharing of common media portions clients

media for each of the two portions individually. With th|sImpact both the segment sizes along their own path, as well

segn:ﬁ_n; slz€ protgre]z(ssmnh the dgegmetrjt S'ZeStOf thedsticggdthose along the paths of other client types. The lower
an Ird segment of each media portion are two an "56und discussed in this section ignores such dependencies

3See Section Il for a description of the characteristics dfnogl periodic and determines the .beSt possible segment si;_e progr_eSSion
broadcast of linear media. for each client type independently. More specifically, give




an allocation{n.} the lower bound is calculated as: at which the client starts downloading data from the second
7 media portion moves earlier, while the corresponding spart
5 . . :
™ ({n.}) = Zwﬂ;b({ne}), (9) delay7;, to satisfy all segments of the segond medla_portlon
= decreases agm) decreases. In the following discussion we

assume that the completion tim@én) of segmentn (as well

b
where7;”({n.}) denotes a lower bound on the startup delags the completion time of any earlier segment downloaded

of client type j when these clients are considered in is°|a(iver the same reception channel as segmeis constrained
tion (i.e., the performance of other client types is given n

) . k(J)y a variablet,,,, such that(m) < t,,,. With maximally sized
consideration).

. _ segments this restriction allows us to express the conopleti
There are many possible ways to obtain a lower bourﬁﬁ]ges as follows: P b

le»b({ne}). For the special case where a path consists of a
single media portion, optimal segment sizes (and thus 4 tigh

lower bound on client delay) can be obtained as described 0, if £<0

in [11]. Section III-E1 discusses how a lower bound can hex) = { minlt,,, 7,, + 22;11 1K), if k<m, mT—k cz
obtained for a client typg with s; = 2 (i.e., clients have two T + 227_11 1K), otherwise
reception channels). Section IlI-E2 discusses more géyera - (11)

applicable bounds. With all bounds considering each clienttg find the optimal startup delay, ath (0 < m < n.,)
type j in isolation, the index; is omitted throughout the myst be considered. For each possible valugpfhe optimal
remainder of this section. _ . startup delayr,,, can be obtained using a case-based algorithm.
1) Lower Bound for Two Reception Channels: We first This algorithm first checks if either of the two special cases
consider the case in which the path of the client type undgftm = 0 andt,, = oo provides an optimal solution. Let’,
consideration consists of two media portions of duralon  and 7> denote the smallest possible delay for each of these
and L., with n., andn., segments, respectively. Similarlyyyg cases.
as for the case of a path with just a single media portio”'First, consider the case of, = co. If this case is optimal,

the startup delay can be minimized by using maximally js gptimal to use maximally sized segments to deliver the
sized segments (for both media portions). However, theregsy media portion, equalizing their slack to zero. Assugnin
sometimes an advantage to beginning reception of the secgnd is the caser> can be obtained by solving the equation

media portion before downloads of all segments of the firgfsiem (10), (11) for the segments of the first media portion,
media portion have been initiated, resulting in out-ofesrd,iih +  — 10 and the constraint that the sum of all segment

segment retrieval. lengths of the first portion must b, ,. This equation system

Thg client reception sc_hedule is specified by giying the tir_'},ean easily be solved in the same way as with linear media
at which each segment is “scheduled” (i.e., the time at Whl([‘,lfl]_ This startup delay=° is achievable if the value of

the client starts to download it) and the reception channel 94 the optimal segment size progression of the first media
which reception is scheduled. With maximally sized Segmenbortion (most importantly (m) and(n.,)) allows the entire

any segments scheduled before the fir_st segment of the Sec_é’é’@ond portion to be retrieved in time of its individual segin
portion can be scheduled on alternating channels. Assum gyback times (i.e., using maximally sized segments fer th

the first segment of the second portion is scheduled at g portion as necessary). If achievable, we consiger th

completion of them'" segment{ < m < n,,), the firstm startup delayr> as a candidate solution.
segments are scheduled in round-robin fashion while the nexg .04 coﬁsider the case fof — 0 (implying m = 0 in

Tey = M segments.(belonglng to the first med|§1 portion) e absence of zero sized segments). If this case is optimal,
sche_duled sequentially over the othgr Chaf.‘“e' (|r_1 paraitel it is optimal to start retrieving the second media portion
the first segment of the second media portion). Finally,the immediately at the client’s arrival. Assuming this is thesea

segments of the second portion are best scheduled in roung- be obtained b vina th fi X 10). (11
robin fashion (as this allows their sizes to be maximizetjsT 7 €an be obtained by solving the equation system (10), (11)

for the segments of the second media portion, with) = 0

yields: and t(n.,) = L.,/r and the constraint that the sum of all
) segment lengths of the second media portion must.pe
(t(k) —t(m))r, if k=mne, +1 This startup delay, is achievable ifr and the optimal
W(k) = (k) =tk =1))r, if m+1<k<mn, (10) segment size progression of the second media portion allows
(t(k) — t(k —2))r, otherwise each segment of the first portion to be retrieved in time of

With minimum possible startup delay at least one setfeir individual playback times (i.e., using maximally esiz
ment must have a slack of zero, where the slack of a seggments using a single reception channel). If achievaige,
ment is defined as the difference between its playback timensider the startup delay), as a candidate solution.

(r + Z’,z,jl I(k")) and its download completion time (&)). Finally, if neither of these special cases provide an ogdtima
Hence the minimum startup delay (that allows all segmergslution an intermediate value af,, provides an optimal

to be received in time for their individual playback) can bsolution. This corresponds to using maximally sized sedgsmen
determined byr = max[t(k) — Z,;ll 1(K)]. for all segments except those of the first media portion whose

Note that the smallest startup delay, to satisfy all seg- size is capped owing to the value &f. Such a solution can
ments of the first media portion increases as the tifae) be obtained by solving the equation system (10), (11) wi¢h th



additional constraints that: fact significantly reduce the search space (as there are many

ne, ey possible dependent client schedule combinations to censid
ZZEI ;= Lelazlez i = Le,. (12) foreach valid channel partitioning). Here we use only pngni
= = rules that do not require additional LPs to be solved.

Fig. 3 summarizes our algorithm. We note that this al- I should.fur.ther be noted .that the eﬁectivepe_z;s of all prun
gorithm can be generalized to cases with more than WP W'es S|gn.|f|cantly benefits frgm a good mmal candelat
media portions. Here, it is always optimal for the first; _solut|or_1, provided by the approximation algorithm desedb
(0 < m; < n,) segments of each media portion to be retrieved Section III-F, for example.
in round-robin order, with the remainder of the segments
being retrieved sequentially. Only considering a singlent!

schedule in isolation, the optimal segment order is fourfd Known Optimal Solution Sructures

by co_mpL_Jting the optimal segment sjzg progression for ?aChFor the special case whese = 2 andr > 1, and the media
combination ofm; values, and then picking the solution Wlthhas a tree structure, we conjecture that there exist optimal

the smallest startl_Jp delay. Note that for a given _semf client reception schedules in which clients of type
values the preceding segmentev(k) can be determined. ) ) o
« retrieve all segments of the respective leaf portion in

round-robin fashion;

for eachm =0 .. (ne, — 1) « retrieve some initial number of segments of the root por-
if solution ;" is feasible for the second media portion tion in round-robin fashion and the remaining segments
eIseTnilf;)lTJ"[Lion 72 is feasible for the first media portion of the r09t portion sequentially (over the same reception
2 channel); and

else " « for each intermediate portion, retrieve some initial num-

7 is the solution to (10),(11),(12) with < ¢, < o ber of segments sequentially (over the same reception

Tm =T channel), some additional number of segments in round-

Tmin =My T robin fashion, and the remaining segments sequentially

(over the same reception channel).
Fig. 3. Single Path with Two Portions The first of these properties can easily be shown because only

peers taking pathP; will access the segments of this leaf
portion. Therefore, the segment sizes can easily be opiniz

In addition to using the above lower bounds when pruninith respectto that client type alone, and the minimum numbe
possible server channel allocations, it is important tertbat  Of segments needed to satisfy a given startup delay can slway
the above lower bounds on, also can be used to prunePe achieved using maximally sized segments. Such schedules
certain combinations of client schedules from the set @ntli are by construction round-robin when > 1. The second
schedules considered for a given server channel allocati@foperty is proven in the Appendix, while the third property
In fact, most of our experiments use an inner pruning ruié left as a conjecture.
which prunes candidate LPs that correspond to a combinatiorHaving proven the first two properties, we focus on a non-
of client schedules that could not improve on the currefipear structure consisting of a single root portion (which
candidate solution (even if the client types were consilergll clients obtain) and a number of leaf portions (among
independently). which each client selects one). For such structures one out

2) General Case: As the proposed pruning approach caff nroot schedules is always optimal for each client type
employ any valid lower bound}b({ne}) of the startup delay Wheren,.., is the number of segments allocated to the root
for a client typej, given a channel partitioning... }, there are portion. These schedules are distinguished by which segmen
numerous other lower bounds that can be used. For examplgcedes the first segment of the second media portionat.e.,
consider allocating: segments to the firsi media portions. Which segment completion time a client skips ahead andsstart
Clearly, with segments not allowed to cross portion bouiegar downloading the first segment of the leaf portion. Assuming
the achievable startup delay when ignoring portion bouiedarthe first reception channel to complete download of its last
(and considering the: media portions as a single compositéegment from the root portion does so after having completel
portion) can never exceed the best achievable startup defigyvnloaded segmenty; (0 < m; < n.00) the optimal
when considering these portion boundaries. Therefore, oshedule is determined as follows:
possible bound is to consider the startup delay considering
media only up until each portion boundary, when ignoring

the preceding portion boundaries. While such bounds take 0, ?f k=1

the client reception bandwidth into account, tighter baind 0, if k=21<m,

can be obtained by taking all portion boundaries into con- (= d 0 !f k= nroor +1,m; =0 3
sideration simultaneously. One brute force approach taiobt mj; T~ =nroor +1,m; >

such (tight) lower bounds is to use LP formulations for each k=1, if m; + L <k < oot
path (individually). While this may seem costly, it may in k-2, otherwise



[ (1) Initialize vectorn™ (i.e., choose initial channel allocation) |

G. Approximation Algorithm
. . . . . A] (2) Search client schedules (as described in Section 1)I-G2
This section introduces a heuristic algorithm that can be ™~ | ih fixed vectorn*

used to effectively find server channel allocations, sedmen et +* denote the optimal weighted delay of best candidate

sizes, and client reception schedules that achieve ne@nalp | (3) Ve: search client schedules (as in Section 11l-G2)

weighted startup delays for arbitrary non-linear mediacstr th n—n’ne —mne+1 .

tures. This algorithm employs an outer loop that heurisfi- Lt 7. denote the optimal weighted delay of best candidate

. . . (4) e «— argmax(t* — 7.")

cally picks _candldate al!ocatlons of server Channels. Exphe (5) Ve: search client schedules (as in Section [11-G2)

such candidate allocation, another heuristic search isl use With 7 — n*, e — n’ —1

to determine the segment download schedule that should|be Let 7 denote the optimal weighted delay of best candidate

used by each client type. For each candidate configuratio(6) e_ < argmin. (7. — %)

(consisting of a server channel allocation and a set of tlign(7) Search client schedules (as in Section [11-G2)

download schedules) the optimal weighted startup delay and  With M Mey Moy +1,ne_ M —1 .
. . . Let 7" denote the optimal weighted delay of best candidate

segment lengths are obtained by solving an LP. The followinggy i« ./ =+ x rw .

A ] o QS)IfT < 71" then 7" «— 7',n* «— n; Goto (3)
subsections describe each of these s_earc_h heurls_t|cs. TI(@ Ve, ,e_: search client schedules (as in Section I1-G2)
accuracy and performance of the approximation algorithen ar With n—n*,ne, < ne, +1, ne_ «—ne_ —1
discussed in Section IV-C and Section IV-D. Let 7’ denote the optimal weighted delay of best candidate

1) Server Bandwidth Allocation Heuristic: As noted in | (10)if 7" < 7" then r* «— 7',n" — n; Goto (3)
Section 1I-C, there aré‘Kfl) possible server channel alloca+_(11) output candidate’f and terminate

E|l-1
tions. This number quicka becomes very large as the numbie:rs

. . Ig. 4. Guided Local Search Algorithm
of channels and portions increase. We employ local searc
heuristics to reduce the search space, as shown in Fig. 4.
During each iteration of the algorithm in Fig. 4, a portioeginning of the first reception of a portion’s segmentslunti
is identified for which the greatest improvement in weighteie last such reception can be divided into two periods, the
client startup delay is obtained when the portion is alledat first during which the set of reception channels downloading
an additional server channel, and a second portion is fitmhti Segments of the portion is added to over time (with none
for which the least inflation of the weighted client startu®f these channels “skipping ahead” to a later portion), and
delay is obtained when this portion is allocated one few@iring the second of which deletions occur to this set as
channel. A “neighbor” allocation is obtained by switchingeo channels move on to subsequent portions; (3) the segments
server channel between these two portions. If such a neighieé each portion are allocated in round-robin order, begigni
improves over the current candidate solution, the caneidatith the first segment of the portion, to the (time varying)) se
solution is replaced and the localized search resumes.r-Oth¥ reception channels receiving segments from that par¢@n
wise, all possible neighbor allocations that can be obthiné reception channel may “skip ahead” from some portion
by the switching of a single channel are considered. If tie a later portion, only if all channels that began receptién
best such neighbor improves on the current candidate snlutia segment frone earlier thanc have already skipped ahead
the candidate solution is replaced and the localized seatehe Or to an even later portion; and (5) the order in which
resumes; otherwise, the algorithm terminates. reception channels that do not “skip ahead” complete rawpiv
While any valid vectorn can be used to initialize the data from a portion that is not the end portion of the path, and
search, the number of candidate solutions the guided logadve on to the next portion, is the same as the ordering of
search algorithm must consider can be significantly reduct last segments they downloaded.
by using a more promising starting vector. For the numerical Given this class of client schedules, our search heuristic
results presented in Section IV, we use a greedy extensionstirts with an initial guess of promising segment schedules
the optimized periodic broadcast protocol developed inrpriand then perturbs the schedules until no improvements are
work [11] for linear media files. possible. Such an initial guess can either be obtained wsing
2) Client Scheduling Heuristic: As previously discussed, pure round-robin schedule for each client type or by using
for each possible server channel allocation, there arege lasimilar schedules to the client schedules used in the most
number of client schedules that potentially could provideromising candidate solution obtained so far. In eachtitema
optimal solutions. This section proposes a search heuridiie algorithm attempts to improve the schedule of everntlie
that significantly reduces the number of schedules that dype one-by-one. For each client type, the algorithm carsid
considered. neighboring schedules that allow one reception channeéto b
The schedules considered include schedules with a restrickcomewhat more aggressive or conservative. With the above
form of out-of-order segment retrieval, in which a receptioclass of schedules, there are at mast (typically less)
channel may “skip ahead” to a later portion of the mediways of making the schedule for each portion more or less
file, even though there are one or more segments from thggressive, respectively. Starting at the first media pottie
current portion that have not yet begun download. For eaalgorithm considers neighboring schedules until the scleed
client type, however, we consider only schedules such thatther allows for an improvement in the weighted startuggel
(1) the segments received on each client reception chanmel@r achieves the same weighted startup delay using a schedule
received in the order in which they occur in the client path (ahat allows the download of later media portions to resume
would be true in any optimal schedule); (2) the time from thearlier (i.e., is a more aggressive schedule). If no chaages




made to the schedule for any of the client types the searchthe same channel allocation is optimal. Further, because of

terminated; otherwise, the search continues. increasing segment sizes, the root portion typically negpui
more server resources per unit of data served than the other
IV. NUMERICAL RESULTS media portions. Finally, Fig. 7 shows that the startup delay

'g%creases exponentially as the branching factor is inedkas
of generality, we measure bandwidth in units of the med cheasing the number of possible paths. The flattening ef th

playback bit rate, and normalize startup delays by the tothl®> for 5 = 10 and B = 15 corresponds to a region in the
playback duration of the selected path. For example, ausp:(,jlrparameter space in which each leaf portion is allocated anly

delay of 0.01 means that the delay until playback can beggwg.le channel gnd the leaf portions become the constginin
is 0.01 times the path playback duration. Numerical resu gr-tlons. I_?educ[ng the number of channels allocated to the
are presented here only for scenarios in which the pathd of! ||t|al media portion therefore has a small effect on thetsta
client types have equal duration. ela
Section IV-A considers the scalability of optimized broad-
cast protocols, while Section IV-B focuses on the impacheft B |mpact of Weights
weights. Throughout both these sections only media strestu
for which exact optimal solutions can be obtained are consi
ered. Section IV-C evaluates the accuracy of the approidmat
algorithm described in Section IlI-G. Section IV-D illuates
use of the approximation algorithm for more general scesari

This section presents our numerical results. Without lo

d Fig. 8 shows how the path weights influence the optimal
periodic broadcast schedule of the non-linear media file.
Again, the results are for the media structure shown in Kig) 1
with s = 2; the length of the non-shared portion of each
path is chosen to be equal to 80% of the total file data along
. that path and the relative weight ratie, /w, is varied three
A. Scalability orders of magnitude. Fig. 8(a) shows the startup delay as a

We first consider the performance with the simple trefeinction of the relative weight given to each path selection
structure illustrated in Fig. 1(a) and = 2. To obtain the for two scenarios (with a server bandwidth Bf = 12 and
optimal solution we use both the pruning rules defined B = 16, respectively). Fig. 8(b) shows the number of channels
Section IlI-E and (whem > 1) the simplifying characteristics allocated for each media portion for the caseE 12. As
observed in Section llI-F. Again, we note that the effecte®s expected, typically the leaf portion associated with antlie
of the pruning approach is highly affected by the order itype given very small weight is allocated only a single chednn
which candidate solutions are considered and a good initighile the other leaf portion is allocated significantly more
candidate is highly beneficial. For our numerical experitaenserver channels. As the weight given to the less weighted pat
we initialize our search using a greedy extension of thecreases the number of server channels allocated to eafich le
optimized periodic broadcast protocol developed in priorkv portion becomes more balanced. The observed abrupt changes
[11] for linear media files. For example, for a variation ofn startup delay result from changes in the number of server
the structure shown in Fig. 1(a) with five branches rathehannels allocated to each portion.
than two, this approach requires 39 and 70 LPs to be solvedVhile we omit results for different server channel rates
when B = 20 and B = 40; in contrast, an exhaustive searcl{r) and for different ratios of shared and non-shared media,
require 11,628 and 575,757 allocations of server chanodls t our results show that the impact of the weights is larger, and
considered (and a much larger number of LPs to be solvedas more intermediate solutions, when the shared portion is
respectively. While the number of LPs is roughly the sammmall relative to the non-shared portion. This is becausseth
for these two values oB, we note that the larger examplescenarios allow more server channels to shift from the low
requires much longer processing time as the number of charnweight path to the high weight path.
allocations (and service schedules) that must be pruned is
much greater for this case. _— .

Fig. 5 shows that linear increases in server bandwidfh Accuracy of the Approximation Algorithm
result in exponential decreases in startup delay. This is alo quantify the accuracy of the approximation algorithm
characteristic property which previously had been obgkrvthe startup delays of the solutions obtained using the appro
for periodic broadcast protocols delivering linear mediesfi imation algorithm were compared with the optimal solutions
(e.g., [11]). Note that for cases with < 1 we are limited This section considers the scenarios discussed in Sedtén |
to scenarios with smaller numbers of server channels. Figafd IV-B, including the omitted experiments in Section IV-B
shows how the size of the initial shared media portion impadiwith different client reception rates as well as a few ekper
the startup delay and the amount of server resources albcanents in which the root portion is of the same size as the leaf
for this initial root portion. With the exception of the casegortion). Out of these 200 scenarios, the approximation-alg
where the performance is entirely constrained by the roadthm only failed to find the optimal solution in 3 cases. Tées
portion and each leaf portion is assigned only a single senaases have increased weighted client startup delay of hpugh
channel, the startup delay increases roughly exponentigi%, 11%, and 18%, respectively. Looking more closely at
with the percentage of the media file that is not sharexhch of these three cases, the approximation algorithm gets
among the clients. It should, however, be noted that tilstuck in a local minimum whenever the localized search
startup delay sometimes decreases within regions for whishuristic fails to find neighboring allocations which prdei
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improved performance (without moving multiple segmentshen a small
simultaneously). startup delay i
While the fraction of scenarios for which the algorithm $ail more weight g

weight is given to high bandwidth clients the
s the same for both client types. Howeveh wit
iven to high bandwidth clients, the perforneanc

to find optimal solutions may be different for other struesir of high bandwidth clients is improved, at the expense of low
scenarios, and/or initialization algorithms, we do notextp bandwidth clients.

the relative increase in startup delay (with respect tonogji

to become worse as the size of these basic structures iesreas
In fact, assuming a reasonable initial channel allocatemger
structures may reduce the relative increase in startupydela
While larger structures have more states (which potentiall
correspond to local minimums) we note that these states
typically have many more neighboring states that may help
the algorithm progress towards the optimal solution.

Normalized Startup Delay

D. Performance on More General Non-linear Media Struc-
tures

0

The remainder of this section uses the approximation algo-
rithm to consider a number of example scenarios for which the
current pruning rules do not allow us to obtain exact optimal
solutions. Fig. 9 shows the impact of client heterogen¥ity.
consider a scenario in which there are low and high reception
rate clients, and where clients select a path consistingpef t
root portion and a different leaf portion of the media staet
illustrated in Fig. 1(a), with all media portions of the same
duration, yielding four client types. The server has a badtiw
of B = 10, with K = 20 andr = 0.5. The figure shows results
for low and high reception rate clients having bandwidths of
15 =3)and 26 =4),aswellas 1{=2) and 4 6 = ).

The startup delay of each of the two client types with the same
reception rate is given the same optimization weight. Nioée t

Server Bandwidth Allocation
for Root Portion

Fig. 9.

0.001 ¢ b=1.5; mix(1.5,2) ——
b=2; mix(1.5,2) -
b=1; mix(1,4) -
b=4; mix(1,4) -&
.0001 - - - -
0.2 0.4 0.6 0.8 1

Relative Weight for Highest Reception Rate Clients

(a) Startup Delay

mix(1.5,2) ——
mix(1,4) -

0 0.2 0.4 0.6 0.8 1
Relative Weight for Highest Reception Rate Clients

(b) Allocation to Root Portion

0

Client Heterogeneity (media in Fig. 1(d); = L2 = L3,
B =10,r=0.5)
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As a second example, we consider a scenario in whiébr a binary tree of height 5 (with 31 edges) an exhaustive
two client types access the same four media portions, tagarch require - 102> different channel allocations to be
in reverse order of each other. This could correspond tocansidered (and a much higher number of LPs to be solved).
customized newscast, for example. Fig. 10(a) shows how thising the localized guided search algorithm the number of
startup delay of each client type is impacted by its relativehannel allocations is reduced 163, and the number of LPs
weight, for two different example cases. In the first casdboto 3 - 10°, where each LP consists o6> constraints?
client types have a bandwidth of 2, while in the second caseWhen discussing the allocation for larger structures iugtho
both client types have a bandwidth of 1.5. Note the stroraiso be noted that, for scenarios in which clients have a
impact the weights have on the startup delay. Fig. 10(b) shodownload bandwidth that exceeds the play rate, the constrai
the number of segments allocated to each media portionéor thg portions will typically be located close to the starting
second example case. As expected, more channels are lypigabint(s) and portions further away typically will be much
allocated to the media portion at the beginning of a clietéss constrained. Therefore, the performance of the pobtoc
type’s path. Further, as illustrated by the large diffeemin is typically dependent on how well the initial portions are
the server bandwidth allocated to portion 1 and 4, and betweslocated channels. Further, we expect the convergenasstim
that allocated to portion 2 and 3, the number of channeal$ the search algorithm to be faster the more skewed the
allocated to each media portion is strongly skewed in faveptimal channel allocation is (e.g., in scenarios wherent$

of the client type given a larger weight. have much larger client bandwidth than the play rate).
Comparing Figs. 11-13, we note that the startup delay
1 ‘ : degrades much faster if additional path options are added to
> the beginning of the file than if such options are added later
2 in the file. This is a consequence of the fact that earlier medi
g portions typically require more server resources.
§ a Whereas the full approximation algorithm significantly re-
s e duces the number of LPs that must be solved, we note that
E 0001 g 8?33:523 Lb=258 — modifications to this algorithm easily can be applied toh‘_art
2 8{32228 L Eﬂ'g; 56 x- reduce the number of LPs that need to be solved. This may
00001 ™ Yl 1 be desirable for larger structures for which the number of
Relative Path Weight Ratio w1/w2 constraints in each LP formulation is large. Table Il ilhasés
(a) Startup Delay the performance results using a modification in which the
s ‘ ‘ client schedule search heuristic only is applied when the
s 7l Portonz - | localized guided search reaches a minimum; otherwise, the
g 6f "% Potond o | localized guided search does not invoke the client schegluli
E% 50 N ] heuristic (and instead solves a single LP for each neighgori
g% at e candidate allocation).
g2 3¢ / For a set of random non-linear media structures, Table |
g“ 20 ] presents the startup delay, the number of constraints ih eac
A 13 LA | LP formulation, and the number of LPs that need to be solved
8001 001 o1 1 using the above modified heuristitin this example, a server
Relative Path Weight Ratio wi/w2 with bandwidthB = 250, K = 250, andr = 1 is delivering
(b) Allocation to each Portion a non-linear media file consisting 6F| = 100 equally-sized
Fig. 10. Two Directional Media Structure with Four Media fams media portions. Cllents.haV£: 2 an.d randomly Se.IeCt one
(L = Lo = Ly = L4, B = 10, r = 0.25) out of J = 50 path choices; each given equal weight =

1/J. Each path consists of a random sequence ofedia
Similar to Fig. 7, Figs. 11-13 illustrate the impact of a”OWportions and has a playback duration equal to one (implying
ing more path selections, using only a fixed set of resourcésat the length of each media portionfis = 1/¢).
The media files used for these experiments correspond to (iFor all cases considered, our modified approximation al-
a symmetric binary tree with a common initial portion, (i) &jorithm always (as desired) finds a solution in which the
symmetric tree of height three with a common initial portiorminimum of one channel is allocated to any portion that is
and (iii) the topology illustrated in Fig. 1(b) with clientf not part of any of the/ paths. While the random structures

type j selecting thej*” initial as well as thej™” final portion. considered here are more complex than those considered
In all cases, all portions are the same duration. Although th

scales are different, we note that the first data point in eacHif using an initialization in which all portions have as evamumber of

figure corresponds to havinag a single path selection and ﬂ)ﬁ@nnels allocated to them as possible (rather th_an outarefitialization
9 P 9 gep vector) the number of LPs that must be solved increases bytarfaf 2.

last data point having 32 different path Sele_CtionS- While this factor is highly variable it appears that thistéacremains within
To handle large media structures we again use the apprexactor 5 for the experiments presented in Fig. 11 and tjpicbtains a

imation algorithm described in Section IlI-G. This radlyal solution with the same startup delay, suggesting that a gutdl vector is
beneficial, but not crucial, to the performance of our apjnation algorithm.

reduces the number of LPS tha}t must be solved. For examplepye 1o details of the solver, the number of constraints ttegohere does
when B = 12.5, r = 1/8 (implying K = 100), ands = 16, not include variable definitions such as equation (2) and (8)
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Fig. 11. Impact of Tree Height (binary tree wittFig. 12. Impact of Tree Width (symmetric tree ofig. 13. Impact of Fanout Factor (media in Fig.

a common initial media portion; all portions theheight three with a common initial media portionl(b); all portions the same size)
same size) all portions the same size)

previously in this section, it should be noted that the solveetrieval of segments on the client reception channels, and
used to solve each LP typically runs out of memory when ti{even for channel rates greater than the media playback rate
number of constraints in these calculations exceeds rgughbn-monotone segment length progressions. Nonetheless, w
1.6 - 10%. Therefore, the approach discussed here is limitetere able to employ pruning of the model solution space, and
to structures with no more constraints than the structuth wiexploit special structure in the optimal solution for a madiar

q = 64. Of course, a stronger LP solver would extend thelass of scenarios, to find optimal solutions in many cases. O

range of problems that can be considerd.

(generally-applicable) approximation algorithm yieldsalu-

When considering these results, it should be noted that tii@ns that were either optimal, or within 20% of optimal, ih a
startup delays are relatively insensitive to the numberathp cases considered for which comparison with the optimal was

choices. For example, while each LP usifig= 100 or J =

possible. Future work includes new protocol design alporg

200 has roughly 2 or 4, respectively, times the number dhat are applicable for even larger non-linear media siinest,
constraints as for = 50, the startup delays are very similarwhich build on the insights of the characteristics of theropt
solutions.

TABLE I
RANDOM NON-LINEAR STRUCTURE

[ Path Length (¢) | Startup Delay | Constraints | LPs Solved |

1 52.10 2 6.2-10° 20107 (1]
2 46-10 7 8.0-10° 1.9 - 107
4 2.4-10°7 1.3-10° 2.0-10%
8 85-107° 2.4-10° 2.1-10%
16 54-.10° 43-10° 2.1-107 2]
32 2.3-1073 8.3-10° 2.1-10%
64 1.4-107° 1.6 -10" 2.1-10° [3]

(4

This paper has addressed the problem of devising optimized
periodic broadcast delivery protocols for non-linear naedi [5]
We developed an optimization model based on solution of
potentially large numbers of linear programs, togethehwit [6]
an efficient approximation algorithm for cases in which éxac
solutions of the optimization model are infeasible. Use of;
a weighted average of client startup delays as our objective
function was found to enable effective control of the refati 8]
quality of service provided to clients with differing re¢em
capacity and/or chosen playback path.

We found that optimal periodic broadcast protocols for nonlt9
linear media can differ greatly in their basic charactesst
from those for linear media. Even for the context where téien
have homogeneous reception capacities, optimal protocgls
may employ out-of-order segment retrieval, non round+ob

V. CONCLUSIONS

SFor larger structures, we expect that the characteristicthe optimal
solution of smaller structures can be used to design efficleguristic
algorithms. Such algorithms remain future work.

[12]
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both segment andk+1 will be retrieved in time for playback
(using the new schedule).
In addition to changing the sizes of these two segments we
This appendix provides a proof of the second property of thigso change the reception channel over which any segment
optimal solution structure in Section Ill-F. More specifiga indexedk + 2 or higher is retrieved, such that any segment
assuming thats; = 2, » > 1, and the media file has apreviously scheduled on the same channel as segrhent
tree structure, we want to show that there exists optimialstead is scheduled on the same channel as segment
client reception schedules for which clients of typeetrieve (and vice versa). This ensures that all later completiore$im
some initial number of segments of the root portion in roundre preserved. With all segments retrieved by their orlgina
robin fashion and the remaining segments of the root portideadlines, the new schedule (of each client type receiving
sequentially (over the same reception channel). segment: andk + 1 over different channels) always achieves
Under these constraints, it is never advantageous fortslieat least the same startup delay as the original schedule.
to start downloading segments of the root portion out-afeor ~ Now, consider the impact the above change of the segment
Therefore, there always exists an optimal solution in whiakizes of segment and k + 1 has on all other schedules, in
the download schedule for each client typeensures that which k andk+ 1 are scheduled (back-to-back) over the same
ti(ka)—l(ka) <t;(kp)—l(kB), whenevek, < kp.Restrict- channel. Clearly, only the slack of segmérandk+1 will be
ing our attention to segment size progressions and scredwlffected by this change. Let ;. = t;(k)—>./_, I; denote the
satisfying this condition, we show that such solutions gsva minimum startup delay required to deliver segmerih time
can be modified into a solution with no greater startup delayf its playback time. Using this definition, the correspamgli
for which each client schedule also satisfies the additiorsthrtup delay constraints associated with segmiestsd & + 1
constraintthat;(k4) < t;(kp). By construction, any scheduleare equal to
satisfying both these properties satisfies the propertidmed
in Section ”l'F - . TJnIeCw _ (tj(k) _ Al/?‘) _ l; < ik (14)
Our proof relies on induction on the number of segments ’ ' : v
k for which the schedules have been modified to ensure t%a}]td
botht;(ka) < t;(kg) andt;(ka) — l(ka) < t;(kg) — l(kB),
forall ky < kp <kandl < j < J. Clearly, fork =1 this new
property is true without any changes to the segment lengths b = (k) + b /) — Z L+ (I — Al) < 7j%. (15)
client schedules. Assuming the above properties are true fo =1
all segments up to and including segméntwe now claim The last inequality uses the fact thatl < (I — lx41) <
that the sizes of segmentsand + 1 of an optimal schedule (I — lk+1/7), whenr > 1. With neither of the segments
with ¢;(ka) — I(ka) < t;(kp) — l(kp), for all ka < kp can requiring an increase in the startup delay, the above ptieger
be modified such that the properties are true for all segmeat€ true fork + 1. This completes the proof.
up to and including segment+ 1.
For any client typej, segmentsk and k + 1 are either
retrieved over the same or over different reception chan-
nels. With¢;(ka) < t;(kg), for all ka < kg < k, and
tj(kA) — l(kA) < tj(kB) — l(kB), forall kg <kp <k+1,
any client typej which receives segmentsand k + 1 over
different channels must have received all previous segnent
in round-robin fashion. Therefore, the schedules of akntli
types receiving segmenksandk + 1 over different channels
are identical up to and including (at least) segmént 1.
In contrast, the schedules of client types that receiveethes
segments over the same channel may differ.
Consider first the client types which receive segmérdasd
k+1 over different channels. The desired property holds with-
out altering schedules or segment lengths (k) < ¢;(k+1).
However, ift;(k) > t;(k + 1) we must adjust the lengths of
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