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Abstract— A conventional video file contains a single
temporally-ordered sequence of video frames. Clients reqsting
on-demand streaming of such a file receive (all or intervals
the same content. For popular files that receive many request
during a file playback time, scalable streaming protocols bsed
on multicast or broadcast have been devised. Such protocols
require server and network bandwidth that grow much slower
than linearly with the file request rate.

This paper considers “non-linear” video content in which there
are parallel sequences of frames. Clients dynamically selewhich
branch of the video they wish to follow, sufficiently ahead okach
branch point so as to allow the video to be delivered withoutijter.
An example might be “choose-your-own-ending” movies. With
traditional scalable delivery architectures such as movigheaters
or TV broadcasting, such personalization of the delivered ideo
content is very difficult or impossible. It becomes feasiblgin
principle at least, when the video is streamed to individuatlients
over a network. For on-demand streaming of non-linear media
this paper analyzes the minimal server bandwidth requiremats,
and proposes and evaluates practical scalable delivery pracols.

Index Terms—On-demand streaming, non-linear media, hi-
erarchical stream merging, periodic broadcast, performarte
evaluation.

I. INTRODUCTION

A conventional video file contains a single temporally-
ordered sequence of video frames. Clients that request t
same file receive encodings of (all or intervals of) the sarﬁ:«l;l

frames. We hypothesize here that generalizing this strect
to that of a tree or graph, so as to allow clients to dyna
ically select among alternative parallel sequences of s

u . . . L
rRroadcast protocols require clients to wait before begigni

mpPlayback. This start-up delay is determined by the duration

clients receive different regional news depending on eter
or location, and e-learning applications. In general, tse u
of non-linear media allows a form of customization of video
content according to individual user preferences. Custami
tion has been found desirable in many other content delivery
scenarios.

For conventional stored video, a number of scalable stream-
ing protocols based on (IP or application level) multicast o
broadcast have been developed. Such protocols requirerserv
and network bandwidth that grow much slower than linearly
with the file request rate. These include immediate service p
tocols such as patching [3], [8], [10] and hierarchical atne
merging [4]-[6], as well as periodic broadcast protocols [1
[71, [9], [11]-[23], [17]. In the immediate service protdspa
new stream is allocated for each incoming client request and
streams serving closely spaced requests for the same file are
dynamically “merged” by having clients receive and buffer
data ahead of when it is needed for playback. A common
mechanism is for clients to listen to one or more earlieiestre
in addition to their own stream, enabling them to “catch
up” to the earlier clients. In periodic broadcast protocols
the video file is segmented, and each segment is repeatedly
broadcast/multicast on one of a number of channels (or IP
multicast addresses) according to some protocol-depénden

smission schedule. As in the immediate service prégpco
jents receive and buffer data ahead of when it is needed
for playback. Unlike the immediate service protocols, péid

during playback, may enable new streaming media appliég-e initial segment transmission. For “whole file” requetits

tions as well as enrich existing applications. An examp ot ; x
" entertainment videos, agaits that grows logarithmically with the file request rate, whihe

is “choose-your-own-ending

to the many choose-your-own-ending children’s books. Oth

possible examples include a video-news service in whi
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Rest of the immediate service protocols use server bandwidt

gest of the periodic broadcast protocols have start-upydela
at decreases exponentially with the (fixed) server badidwi
allotted to the file.

This paper explores scalable multicast streaming teclesiqu
for on-demand delivery of non-linear stored video. We first
examine a basic question, namely to what extent does the
potential benefit of multicast delivery diminish as the dsity
in the data each client receives increases. This question is
addressed by developing tight lower bounds on the server
bandwidth required (for any protocol) as a function of file
request rate and client start-up delay, for non-linear medi
files with varying path diversity. The results indicate thia
potential bandwidth savings can be substantial, even f&os
with high path diversity.

For non-linear videos, receiving data ahead of when it
is needed, as is required in scalable streaming proto®ls, i



complicated by uncertainty regarding which branch a clieat common initial portion, and child nodes corresponding to
will follow at each branch point. There is a key tradeofélternative ending portions. In a “complete path” playback
between receiving data that the client might not need, aed thf the video, the client plays the common portion followed
server bandwidth reduction arising from receiving (ne¢debly one of the ending portions. If the desired variant of the
data ahead of its playback point so as to be able to share ¢#imeling portion is chosen sufficiently ahead of the branchtpoi
transmission with other clients. We investigate this todfley  (i.e., the end of the common initial portion), the compledtp
deriving tight lower bounds on the server bandwidth requirecan be played without jitter. Unless otherwise stated, in ou
for various classes of protocols. Each protocol class denstl subsequent analyses and simulations we assume that@eecti
makes use of a specific type of (partial) information aboaimong alternative video portions are made just in time tadavo
which branch a client will follow at each branch point. Wenterruption in playback.
consider the use of measured (over all clients) branch ehoic A more general structure is an arbitrary tree, where each
frequencies, as well as client-specific information as rnighode corresponds to a portion of the video, and child nodes
result from pre-declaration of intended client paths omfro correspond to variant subsequent portions. A complete path
client classification. playback consists of the common root portion, plus all other

The server bandwidth bounds for each protocol class shpartions on the path from the root to a leaf node. This stmectu
that fairly precisea priori information regarding client path se-can be further generalized to a directed acyclic graph, (i.e.
lection can dramatically reduce server bandwidth requémeisi paths can converge at shared portions), or even a genepdl gra
as well as the overhead of delivering and buffering dataithatstructure.
never used. In the absence of such information, protocals th The bounds in Sections Il and IV are developed for tree
restrict how much data clients receive in advance of knowirsgructures and assume that each client request is for a etenpl
whether or not it will be needed, based solely on how far ahepdth playback, although the analysis can be generalizesl. Th
that data is in the video file, can greatly reduce the cliete danew immediate service protocols developed in Section Ve ar
overhead at relatively small server bandwidth cost. applicable to non-linear media having a general graph struc

Using the insights derived from the bounds we design newre, while the new periodic broadcast protocols in Section
immediate service and periodic broadcast protocols for ndd are applicable to general tree structures and to directed
linear video, and evaluate the bandwidth savings that thagyclic graphs in which the path lengths to any video portion
provide. Variants of each type of protocol are developed thaith multiple parents are identical. For clarity in the mpyli
make differing assumptions concerning the availabilityaof comparisons, we present numerical results only for batiince
priori path selection information. As with the lower boundspinary trees in which all video portions have identical flagk
precisea priori information regarding client path selectiortime, and assuming that each client request is for a complete
can substantially reduce the server bandwidth requiresnepath playback.
for practical scalable protocols.

We assume constant bit rate video. Generalizations for vaB. Path Popularities
able bit rate video can be developed using similar appraache 5 ey issue concerns the relative frequencies with which
as for linear media [14], [15], [19]. _ clients select among alternative portions of the video ahbh
_ The remainder of the paper is organized as follows. Segsinis |n the context of balanced binary tree structuras an
tion 1l describes models of.non—lmegr media. A tight IoweEomplete path playback, we have explored several altemati
bound on the server bandwidth required for any protocol 8,8 jjarity models. The model used for most of the numer-
function of file request rate and client start-up delay iS\&f .| yesyits presented here assigns Zipf-distributedctiete
in Section Ill. Achieving this lower bound withou priori  , ypapilities to leaves, as follows. First, a leaf is rangom

client path se_lection information requires that each ¢Ilii§ten chosen as the most popular, and assigned the corresponding
to every multicast of data that could be subsequently IrEﬂUdErobability. Then, out of the remaining leaves, a secondtmos

in the videp playback; i.e., is fr_om a video.porti.on rea_cbab opular is chosen randomly, and so on. Once all leaves have
from the client’s current play point. Also derived in Sectidl oo given selection probabilities, selection probaégifor

is the minimum client data overhead when clients follow thig interior video portions can be computed by working up
approach of listening to every potentially useful multicas. the leaves

Section IV derives the server bandwidth bounds and assatiat 1,4 gther models that were evaluated include: (1) a model
client data overheads for various approaches that retiect i, \yhich the leaves are assigned Zipf-distributed selectio
data that clients receive ah_ead of whe_n itis needed. Se“tt'o'?)robabilities in order, with the leftmost leaf the most plapu
presents_new stream merging and pe_rlodlc broadcast ptstocq, 4 the rightmost the least popular, and (2) a model in which
for non-linear media, and comparative performance resulffie selection probabilities at each branch point are Zipf-
Section VI concludes the paper. distributed (specifically, for a branch point with two braes,

one branch is selected with probabiliti,f—1 and the
Il. NON-LINEAR MEDIA MODELS +1/2¢’

1/2¢ .
JW wherec« is the parameter of
The simplest interesting structure for non-linear video the Zipf distribution). These two models differ from the firs
that of a height one tree with root node corresponding taodel in that they have more skewed selection probabilities

A. Media Srructures other with probability



at the branch points near the root of the tree and less skeviishdwidth requirements might be reduced through use of
probabilities at branch points near the leaves. However, mslilticast-based protocols in the context of non-linear iaed
illustrated for one of these other models in Section IV-C, ahnd the associated client data overheads. Note that wedesnsi

three models were found to yield very similar results. only techniques that achieve server bandwidth savingsowith
reducing the video quality. That is, in the absence of packet
C. An Example loss, each client receives exactly the same video data for

. . . each video portion that it receives in a unicast system, and
F|_g. 1 shows_a sa_lmple non-linear wdeo_structure. Eafﬁ'us quality measures such as PSNR are unaffected. Packet
portion of the video is denoted by a node in the tree, afgdsg recovery can be achieved using techniques such as those

each branch is labelled with its selection probability. Thﬁroposed in previous work for multicast-based on-demand
structure in Fig. 1 corresponds to a balanced binary tree dfglivery of linear media [13].

height 3. Branch probabilities in the figure were computed by 5| regyits presented in this section and in Section IV are

choolsin_g Zipé—di_stribute(? Ie?f Zelectio_n pJobal(ajilitri]etthNthek_ analytic. We develop lower bounds on the server bandwidth
popularity ordering ran omly etermined, and then Wworkl quired to serve all requests with given maximum clientsta
up the tree. Also shown is the path selected by a particu delay (i.e., delay until the client can begin playbackwitt

client, who made the most popular selection at the first mangubsequent interruption). These bounds holdafoy scalable
point (followed in 56% of all cIien_t pIaybacks_), and who Cboson-demand streaming protocol, including both immediate se
a complete path that is selecteditn% of all client playbacks. vice and periodic broadcast protocols, and require no assum
tions concerning server and client capabilities (limaat of
which, for example with respect to client buffer space, can
only increase the required server bandwidth). SectiorAlll-
defines the server bandwidth and data overhead performance
metrics and outlines the analysis approach. In SectioB,|ll-
a tight lower bound on the server bandwidth requirement is
derived. Section IlI-C derives the client data overheadiregl

to achieve the server bandwidth bound when ariori
information is available regarding client path selectiblasses

of policies that reduce the client data overhead are coreside
Fig. 1: Example of a Non-Linear Media Structure in Section IV. Notation is defined in Table I.

TABLE I: Notation for Tree-Structured Non-Linear Media

D. Path Prediction Symbol | Definition
. . . , V number of portions of the video file

Three scenarios are of interest with respect to the system's — complete path playback time
ability to predict a client's path selection: 1) re priori T, playback time ofi’” portion (root numbered
knowledge is available of a client’s likely path through the as portion1)
video; (2) only the average selection probabilities arevikmo t; i'" portion relative start timet{ = 0)
and (3) more accurate client-specific path prediction is- pos pi probability the selected path includes
sible, as when the previous behavior of clients is measured, pg;g‘r’n“eier oF ZipT STBUTon (GopUaTTy of
elther .|nd|.V|duaIIy or in aggregate according to some dlien ?’th most populsr itemx 1/;°) pop y
classification. . _ _ X client request rate

In the second scenario, the system might predict that the » request rate for™™ portion (v; = pi\)
client will choose the most popular branch at each branch N average number of client requests during 3

point, in which case the client’s choice is correctly préelic playback time (Vv = AT)
with probability equal to the (conditional) selection fremcy average number of client requests for portion
of the most popular branch. For the third scenario, we cemsid ¢ during timeT; (N; = A:T3)

. . . . - L. d maximum client start-up delay

in Section _4.2 a _S|mple mc_)del of client-specific path p_redmt B[ Tequired server bandwidth Tower bound, in
accuracy in which sufficiently popular branch choices are units of the playback data rate

always correctly predicted. Whenever the client selects an
unpopular branch, however, the client's choice is not cor-
rectly predicted. This analytically tractable model cever
wide spectrum of path prediction accuracy, depending on the Metrics and Analysis Approach

guantification of “sufficiently popular”.

Z

The primary performance metric that is considered is the
average server bandwidth used for “complete path” playback
Il. POTENTIAL FOR SCALABLE DELIVERY of a single video file, for given client start-up delay anduest
With unicast delivery, server and network bandwidth reate. Our analysis can be extended to network bandwidth in
quirements for on-demand streaming are linear in the clieatsimilar fashion as for linear media [20]. Also of interest
request rate. This section analyzes the extent to whicteseris the average client data overhead, which is defined as the



average amount of data a client receives from video portiofts one particular randomly determined popularity ordgrirf
on different paths than that taken by the client, and theeefahe leaves. Alternative popularity orderings yield vemnisar
not used, expressed in units of the amount of video data omesults.

complete path.

As noted previously, we assume constant bit rate video. %0 Portion,,,; ,,,,,,,
Our analysis can be extended to variable bit rate video by o 40 L Path-x X
modelling such video using concatenations of constantit r g Lower Bound Non-Linear— XX -
sections, as in previous work for linear media [19]. In our g 30 ¢ .
assumed context of constant bit rate video, we can express th 0 ool P
required server bandwidth in units of the playback data. rate g Fa
(In the context of variable bit rate video, the required serv &
bandwidth can be expressed in units of the average playback

data rate.)

Our lower bound analysis follows the same basic approach
as has been used previously for linear media [2], [6], [76]]{1
For a linear media file and an arbitrary client request thhlg: 2- Server Bandwidth for Non-Linear Media (balancecayriree

i i i o th height 3,a =1,d =0
arrives at timet, the file data at each play positianmust be with heig a= )

delivered no later than time+ d + x. If this data is multicast For comparison purposes, the figure also shows the bound
at timet + d + x, then (at best) those clients that requesér linear media from eq. 1, and bounds for two approaches
the file between time andt¢ + d + x can receive the samein which delivery techniques for linear media are applied to
multicast. Assuming Poisson arrivals, the average timenfronon-linear media. In one of thesgoftion), there is noa

t +d + x until the next request for the file is/\. Therefore, priori knowledge of client path selection. In this case, a simple
the minimum frequency of multicasts of the data at time d¢ffsapproach is to treat each portiomf the non-linear media file
ris 1/(d+x+1/X), which yields a bound on required serveks a separate linear media file that is requestetime units

1 10 100 1000
Normalized Request Arrival Rate (N)

bandwidth, in units of the playback data rate, of before it is needed, witd; = d andd;, i > 1, less than or
equal tod plus the sum of the playback times for all portions
limear T dx N played prior toi. A tight lower bound on the required server
Brmin™ = /0 m - <NT+1 + ) ‘ @ pandwidth with this approach is given by the sum of the lower

bounds for delivering each linear portion, as follows:
This bound can be generalized to a broad class of non-Poisson

arrival processes, yielding a similar result with diffecen Voo d v N,
bounded by a constant [6]. Bounds for non-linear media ap2 """ — / 7X = <7 + 1)
derived below by applying similar analyses. o ditz+ A i=1 Nigt +1

For the results shown in Fig. 2, it is assumed tthat 0 for
B. Minimum Required Server Bandwidth all 4, which corresponds to immediate service and no early
Server bandwidth is minimized when a client listens t8I|(|anttrE>athtrs]elect|on th h client path selecti
every multicast of data that it may need in the future. Note n the other approaclpéth), each client path selection is

that withouta priori knowledge of client path selection, th|s]c th|er to be kn(?[vvlra tr}‘)w“(t)” before thte C“Etr;t rece(ljves the
requires that the client listen to every multicast of datahie st video segment. In that case, one straightiorward axpro

subtree below its current play point, implying possiblygar 'ti to rﬁrt)rl:catte th? w?eo _dat? S% that each ctorr:.plet.e pagh
client data overhead. With perfezpriori knowledge of client rough the tree structure 1s stored as a separale ineanme

path selection, the client listens only to multicasts obdhtat file. Each cI_ient request Is then treated as a request forlehe fi
it will actually use in the future. In either case, notingtthize corresponding to the client's path selection. The corraeijg

file data at a position within a video portior is at (overall) tight lower bound on the required server bandwidih is given
play positiont; + z, the above analysis approach yields tth

tight lower bound
i IN
Bpath, / In Di + 1 7
man Z o d+$ + Z pLN% -+ 1

€L iEL
B tmeer / . .
Z d+t +z+ k where £ denotes the set of indices of the portions of the
video file that are leaves in the tree structure, and where for
= Zln <N d+tz 1 + > (2) notational convenience it is assumed that each complete pat
=1

has the same playback timié

The solid curve in Fig. 2 shows this bound as a function of The key observations from Fig. 2 are that: (1) multicast-
the normalized request arrival rabé, for immediate service based delivery techniques for non-linear media have thenpot
(d = 0) and for a non-linear media file with a balancetial to yield large reductions in bandwidth requirementstén
binary tree structure of height 3 and Zipf-distributed leahat with unicast, the required server bandwidttvig and (2)
selection probabilities withh = 1. The figure shows resultsfully exploiting this potential requires techniques thapkit



the particular non-linear structure, rather than treaagh 200

portion or path as a separate linear media file. 175 ¢ Pogzigﬂ o *

The potential bandwidth reductions from multicast-based £ 150 Lower Bound
delivery are dependent on the non-linear media structure. 2 125 | s
Fig. 3(a) shows the impact of increasing the height of a g 100 |
balanced binary tree structure, for fixed normalized rejues 5 75 |
rate (V = 1000) and immediate servicel(= 0). As the height 5 50 |
increases, the number of portions of the video file increases ® 25 |
exponentially, as does the number of possible paths. Rurthe ot
more, branch points become relatively more closely spaced, 0 1 2 3 45 6 7 8 910
i.e., the length of each video portion decreases relatiibeo Tree Height
total length of a path. Not surprisingly, the potential baitth (@) Impact of Tree Height (balanced binary tree)
savings of multicast-based delivery decrease. However, th
potential savings are still substantial even for trees affite 200 T e
ten. Note that the gap between the bandwidth requirements fo o sy 1 Pah .
portion andpath, and the lower bound, increases with the tree g 150 | " Lower Bound ]
height. g 1257 :

Fig. 3(b) shows the impact of increasing the branching fac- & 100 |
tor at each branch point, for fixed tree height and request rat g 757
The potential benefits of multicast-based delivery deeess ¢ 50 .
the branching factor increases, owing to the resultingeiase 25
in the number of paths. Note also thpath becomes less 0 e
efficient thanportion. As the branching factor increases, the 1 23 45 .6 78 910
potential for sharing multicasts of data from the path filesd. Tree Branching Factor
in path decreases, but the potential for sharing multicasts from (b) Impact of Branching Factor (a tree height of 3)
th.e file useq inp_ortion for the root video portion, which all Fig. 3: Impact of the Non-Linear Media Structure £ 1, N' = 1000,
clients receive, is unaffected. d =0).

A key conclusion from these results is that even with a
thousand possible paths (i.e., a tree height of 10 in Fig.@(a
a branching factor of 10 in Fig. 3(b)), multicast-basedaly
still has the potential for_an_order—c_)f-magni_tude reductio _ Zpi Z di Z 7. | n ng 1 /T,
server bandwidth, assuming immediate service and norewaliz \ ;=7 = kA N; *Trjtf +1
request rate greater than or equal to 1000. These potential
bandwidth savings are largely due to the potential for shareshere A(i) denotes the set of indices of those portions that are
delivery of the video portions with the highest selectionot portioni or an ancestor of portiofy and.A(7, j) denotes
probabilities (i.e., those along popular paths or near dhat the set of indices of those portions that are ancestors &f bot

root). i and j. Note that this is theminimum client data overhead
. . that would be incurred with unrestricted snoop-ahead,esinc
C. Client Data Overhead for Unrestricted Shoop-ahead it assumes the minimum possible frequency of multicasts of

Without a priori knowledge that would rule out some pattdata from each portion.
choices, achieving the lower bound of eq. 2 requires thai eac Fig. 4 shows the average client data overhead incurred to
client listen to every multicast of data from a video portioachieve the lower bound of eq. 2 for balanced binary tree
that (at the time of the multicast) could still be on the dign structures of various heights, immediate service, andano
eventual path. We call this approaatrestricted snoop-ahead. priori knowledge of client path choices, as computed using
Note that a client never receives the same video data twitte wihe above expression. Note that the average data overhead ca
this approach, if data is multicast at the minimum frequesicibe substantial. For example, in Fig. 4 it is greater than one
used in the derivation of the lower bound. The average amoin¢., exceeds the amount of data on a complete path) when
of data received from each video portion not on the clientthe tree height is at leadtand NV is at least20.
eventual path is given by the rate at which data from thatFor a given height tree, as the request rate increases the
portion is multicast, times the length of the period overathi average client data overhead initially increases and tenld
the client listens to such multicasts. The latter quantityd off since the lower bound server bandwidth for portign
client that follows the path to a leaf video portierand for has finite asymptote for alj > 1. For fixed request rate,
a video portion; that is not on this path (i.e., is nétor an as the height increases the average client data overhead als
ancestor of)), is equal to the sum of the start-up deldand initially increases but will level off and fod = 0 eventually
the playback durations of all video portions on the choseh palecrease. The eventual decrease is due to the increase in the
that are also on the path jo This yields an average client datanumber of possible paths, which decreases the proportion of
overhead, in units of the amount of video data on a completaulticasts that are potentially relevant to any particelant.
path, of Experiments in which the branching factor at each branch
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Fig. 4: Client Data Overhead for Unrestricted Snoop-ahé&athticed
binary tree,a = 1, d = 0, no a priori knowledge of client path
selection)

pointis increased, with fixed tree height and request ratays
similar behavior as those in which the tree height is ina@das

IV. RESTRICTEDSNOOP-AHEAD

where a(i) denotes the index of the immediate ancestor
(parent) ofi. Achieving this bound would incur an average

client data overhead of
( a(]) + 1 1)) / T7

(sz a(i) Z In

JES(4)
where S(i) denotes the set of |nd|ces of the siblings dof
in the tree structure. Corresponding results can be derived
for approaches in which clients listen to transmissionsnfro
portions at mosk branch points ahead, for fixgd> 1.

B. Client Path Prediction Approaches

With skewed branch selection probabilities, it may be pos-
sible to substantially reduce the client data overheady wit
a relatively modest cost in increased server bandwidth, by
listening to multicast transmissions from only the mostydap
portion of the video following the next branch point. The
corresponding tight lower bound for this approach (called

Due to client reception rate and/or buffer space limitagjon

the client data overhead shown in Fig. 4 can be infeasible.
This section considers approaches in which clients snaxp le
aggressively on multicasts from video portions ahead df the

current play point, thus reducing the overhead.

Snoop-ahead can be restricted in at least two basic ways.

First, as considered in Section IV-A, restrictions can bseba

on distance from the current play point. Second, as coresider
in Section IV-B, restrictions can be based on (a) overalhpat

selection probabilities, or (b) client-specific path potidin,

according to the past behavior of that client, client classi
cation, and/or advance selection by the client. Performanc
comparisons presented in Section IV-C motivate a hybroq

approach that combines both types of restrictions, which |
described in Section IV-D.

A. Distance-based Restricted Shoop-ahead

A simple approach that restricts snoop-ahead based
distance is to only listen to multicasts from the currentead

portion (but ahead of the current play point), and from all

portions following the next branch poihtThus, with this

approach (calledlInext), clients listen to multicasts from each"!
if not the

video portion:i during playback of that portion, and,
initial, root portion (i.e.,s > 2), during the playback ot's
parent in the tree structure. A tight lower bound on the nesgli
server bandwidth for any technique utilizing this appro&ch
given by

\4

Ballnezt:/Tldix—‘—Z/TiL

min o d-‘rCC"‘% 2 Jo Ta(L)+CC+)%

—In L_;'_l +Zln TL—F]‘ )
NlT +1 =2 NZ%J’_]"

1For clarity of presentation, we assume here and for the sulese
restricted snoop-ahead approaches, that prior to beginpiayback in the
case ofd > 0, clients only listen to multicasts from the initial, rootntion
of the video. The same analysis approach can be employedaltéinative
assumptions.
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i€P
ere? and P denote the set of indices of those portions
the video file that are the most popular, or not the most
popular among their siblings, respectively (excluding thot
portion, which has no siblings). Achieving this bound would
incur an average client data overhead of

(Z piTqe) In (

i€P
where s(i) denotes the index of the most popular sibling of
ideo portioni.
Instead of only listening to multicasts from the most popula
video portion after the next branch point, clients couldelis
to multicasts from all video portions on the most populahpat
from the current position to a leaf. The corresponding tight
lower bound for this approach (callgppath) is given by
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wherel{(i) denotes the set of indices of ancestors on the patblects an unpopular branch), the system is assumed to have
back towards the root from (not including: itself), up to erroneously predicted one of the popular branch choicéh, wi
and including the first portion that is not the most populgrobabilility proportional to its relative popularity. @n these
among its siblings. (If there is no such portion on this patlassumptions, achieving the lower bound server bandwidth fo
the set includes the indices of all ancestors on the path barkd would incur an average client data overhead of
to and including the root.) Achieving this bound would incur
an average client data overhead of AN OIS = P
iF  Jew)  1eL(Sw) ZmeLS P jepai)
N, T
Zpi( Z T;) Z In W +LI)/ T Here L(S(i)) denotes the set of indices of video portions
P geu(n  jepe) \NiTonm— that are leaves in the collection of pruned subtrees rooted
whereD(a(i)) denotes the set of indices of video portions oat siblings of i, where the pruning has removed all video
the most popular path down to a leaf from (but not includingdortions not in the setF and their descendent®(a(i),!)
the parent of portion. denotes the set of indices of video portions on the path down
Consider now the case in which more accurate clierf@ portioni beginning from (but not including) the parent of
specific path prediction is possible, and clients listen tdtim i, and B« denotes the bandwidth used for multicasts of
casts from all video portions on their predicted (rathenttree  Portion j, as given by the term for portiog in the server
overall most popular) path from the current position to d.legPandwidth expression given above.
Analysis of this approach, callepred, requires a model of
path prediction accuracy. Here we use a very simple modeld) performance Comparisons
\r/\(/ar;grr:ir?gr;atrrllcehr(:;gI(:cetisv\(lawg:aSr?(lﬁcggigtf)rZ?;:tl %r(\(;cr)]nglggsme Fig. 5 and Fig. 6 graph the bandwldth expressions derived
. in Sections IV-A and IV-B as functions of the request rate
f (0 < f < 1) are always correctly predicted. Whenever th

client selects a branch with selection frequency at moséleq or the balanced binary tree structure assumed for Fig. 2),

- o . O.Fmd the tree height (for fixed request raté = 1000),
to f, however, the client’s choice is not correctly predicte lespectively. Also shown is the server bandwidth for the
Note that perfect prediction is achieved fgr = 0. As f X

. L approach riexttwo) in which clients snoop on multicasts from
increases, prediction accuracy decreasesf Eot, no branch PP ' ) P

choices are correctly predicted, and the approach has the szE\he current video p(_)rt|0n plys f_rom a_II port!or_ls followiriget
. . : next two branch points, which is derived similarly to that fo
server bandwidth agortion. In the case of a binary tree

: - 4 ~allnext. For comparison purposes, the figures also show the
structure and assuming that no two siblings have |dent|ca| P PuTP 9

nopularities, forf = 0.5, the approach is identical poppath. server bandwidth for unrestricted snoop-ahead (i.e., divet

. . : bound of eq. 2), and for the approach in which each portion is
;herggza I_ngrebnognd on required server bandwidth for thﬁeated as a separate linear video fper(ion). Corresponding
PP 'S gV y results for the client overhead are given in Fig. 7 and Fig. 8.

Consider first the results for the distance-based apprsache

Bp'r‘ed

J min

prred _ /Tl _dx +Z/Tl A allnext and nexttwo. In the portion approach, clients only
"o dvats Fhe N Tita+ listen to multicasts of data from the video portion currgnt|
JEW(@) being played. Listening to multicasts of data from beyorel th

+Z/Ti dx next branch pointdlInext) yields a large reduction in server

~Jo =+ % bandwidth. Listening to multicasts of data from farther adhe

i€F

in Fig. 6(a), for trees of low to moderate heighaxttwo has
minimum required server bandwidth fairly close to the lower
bound of eq. 2. The results in Figs. 5(a), 6(a), 7, and 8 show
that theallnext andnexttwo approaches can often achieve large
reductions in client data overhead compared to the unctestri
where F and F denote the set of indices of those portions anooping approach, at fairly modest cost in server bandiwidt
the video file (excluding the root portion) whose conditiona The popnext, poppath, and pred (f=0.35) approaches use
selection frequency is greater thgh or no greater thary, a priori information regarding client path selection in an
respectively, andV (i) denotes the set of indices of ancestorattempt to achieve a better tradeoff between server banidwid
on the path back towards the root froin(not includingi and client overhead. Althougbopnext and poppath achieve
itself), up to and including the first portion in the sét (If low client overhead, as seen in Fig. 7 and Fig. 8, they
there is no such portion on this path, the set includes thehieve poorer server bandwidth scalability ttemext and
indices of all ancestors on the path back to and includimgxttwo. These results show that very approximate client path
the root.) We assume that the system does not make a brapadiction, such as occurs wifopnext andpoppath at branch
choice prediction unless there is at least one popular brammints at which the branch selection probabilities are not
choice (i.e., with selection frequency greater tfipiwhen a highly skewed, is not as effective in reducing server badtiwi
branch choice prediction is made, but it is incorrect (thentl as is listening to all multicasts of data that could be needed

as innexttwo, yields diminishing returns. As seen by the results
Ny ) N;
=In|{———+1]| + E In| ———+——+1
d > . -
<N1 1 iE€F (Ni 7]@%’;” L )

+> In(N;+1),

i€F
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Fig. 5: Performance with Restricted Snoop-ahead (balabieary Fig. 6: Impact of Tree Height on Restricted Snoop-aheadoReence
tree with height 3o =1, d = 0) (=1, N =1000,d = 0)
soon, as mallngxt. In contras@, the more accuraieed (f=0.35) 5[ Unrestricted Snoop-ahead
approach achieves lower client data overhead #ibmxt and k) e NEXHWO
. . Q ---o-- Allnext
comparable server bandwidth scaling. £ 16 —a— Poppath
Fig. 9 shows the sensitivity of the above results to the 8 1ol o proas)
skew in the leaf selection probabilities, more specificadly g oo
the value of the Zipf parameter. Results fornexttwo and Q 087 ot
. . . . c
popnext are omitted for clarity but have similar form. For L oal USRS
pred, the parametef is varied witha such that the percentage © I R
. . . " T o SIS SIS ol i Shatly SRS S S Sy N
of portions in the sefF remains constant, equal to that with 0 ‘ ‘
1 10 100 1000

f =0.35anda = 1. Note that there is relatively little variation

in the required server bandwidth and client data overhead fo

each approach fax < 1 (i.e., for no skew to moderately high Fig. 7: Client Overhead with Restricted Snoop-ahead (lcaidn
hinary tree with height 3¢ = 1, d = 0)

skew). Asa increases beyond one, the server bandwidth and

client data overhead for each approach decrease sublyantia

A key conclusion is that the simplinext approach, and the

N

_ ) skl 5| Unrestric dS‘nooRl—ah‘ead‘ —
pred approach with correct branch choice predictions for at 9 lexttwo e
least 75% of the video portions, achieve an attractive ttie g 16} Poppath 5
between required server bandwidth and client data overhead g ol pred (= %nsf'f; ;;LIJJ:
over a wide range ofy values. s s e,

Fig. 10 shows the performance of several of the delivery § 0.8 |

approaches under an alternative path popularity model, de- 3 B B i S
scribed in Section 1I-B, in which the selection frequencgs o t@ . Z B S s
each branch point are Zipf-distributed. (For a binary ttae, o¥——— -

[ee]
© |
[y
o

. - . 012 3 4 56 7
selection probabilities at each branch point arew and Tree Height
1/2¢

m.) Results forpred are not shown since with this Fig. 8: Impact of Tree Height on Overhead £ 1, NV = 1000,d = 0)

popularity model as applied to binary trees andghesl model
of path prediction accuracy, it is possible to achieve ohigé successfully predicted, no branch choices successfully pr
points on the prediction accuracy spectrum (all branchadwi dicted, and 50% successfully predicted). Although this etod
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Fig. 9: Sensitivity to Skewness in Selection Probabilitfpalanced Fig. 10: Performance with Alternative Popularity Model Igreced
binary tree with height 3V = 1000,d = 0) binary tree with height 3V = 1000,d = 0)
yields a sigrjificantly different pattern of_ path populastithan I Z n Tl
the popularity model used for the previous results, theltgsu =t a“) +1

are very similar as can be seen by comparing Fig. 9 to Fig. 10.
Achieving this bound would incur an average client data

overhead of

D. Hybrid Approach »
The pred approach incurs a high bandwidth cost wher = JEWU leﬁ(g( )) emeL(S(i ))pm JED@),D)
a client takes a path that is not sufficiently popular to be

successfully predicted. Motivated by the results in theviones N

section, this cost might be substantially reduced at redbti ZpiTa(i) Z In (T 1)
low cost in client data overhead by utilizing thallnext +i:2 JESHNTF Ni +1
approach for such paths. Thus, we consider a hybrid approach T

(hybrid) that is similar topred, except that all clients also Fig. 11(a) and (b) show respectively the server bandwidth
listen to multicasts from all non-predictable video pamso requirement and the client data overhead of kigbrid ap-
(i.e., those with conditional selection frequency no gzeettan proach, as a function of. In the region of most interest
the parametef) immediately following the next branch point.(f < 0.5), hybrid achieves a better trade-off between the

Note that forf = 1, thehybrid approach becomes identical torequired server bandwidth and the client data overhead than
allnext. The corresponding tight lower bound on the requireglinext and pred.

server bandwidth for this approach is given by

V. SCALABLE DELIVERY PROTOCOLS

phobrid _ /T Z/ A. Hierarchical Sream Merging
0 d+m+ X 0 Z Tita+ >\ Hierarchical stream merging (HSM) protocols [4]-[6], as

JEWE® applied to linear media, start a new transmission of the anedi
T Z/ file for each client request. In the simplest type of HSM, each
o Ta@ +o+ A client also listens to the closest active earlier streamhab

its own stream can terminate after transmitting the data tha
=1 L +1 +Zln Ni +1 was missed in the earlier stream. At that point, the clients
N Ty +1 +1

Nlm associated with the two streams are said to be “merged” into

i€F
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60 ‘ ‘ ‘ — (HSM-KP) assumes that precise client-specific path priedict

50 | A"F;;e;{ B ] is possible. In both HSM-KN and HSM-KP, clients listen to the
£ Hybrid o P closest earlier stream delivering data from the known {girt
z 407 e ] path they will select. Note that with these two protocolig s
§ 30 | ] belonging to the same group may be listening to different
5 A earlier streams.
§ 20| . o — ) An HSM protocol simulator was developed to assess the
10 g ] performance of the non-linear media HSM variants described
0 ‘ ‘ ‘ ‘ above [18]. The simulator simulates the random arrival of
0 02 04 06 08 1 client requests, the stream initiation that occurs at edéiehtc
f arrival, the merging and splitting of client groups accagdi
(a) Server Bandwidth to the HSM protocol being simulated, the stream initiations
that occur owing to the splitting of client groups at branch
. fj——;fjf ﬁn%%‘t ‘ ‘ ] points, and the stream terminations when_ clients merge or
§ ,,,,,,,, proy when a stream reaches the end of the video. The input to
£ 167 1 the simulator is the client request rate, and the outputes th
3 121l server bandwidth used. Client reception and playback is not
g simulated, as this does not affect the required server biltialw
o 087 1 measure, assuming the client has sufficient buffer capacity
3 04l Previous work on HSM delivery of linear media has shown
© ' o® A ) that client buffer sizes on the order 8§% of the file size are

0 S PO sufficient to achieve much of the performance gains of HSM
' delivery in this context [4]. The impact of limited client fher
capacity on required server bandwidth for the non-lineadime
delivery techniques is left for future work.
Fig. 11: Performance of thelybrid Approach (balanced binary tree N the non-linear HSM simulations whose results are pre-
with height 3,a = 1, N = 1000,d = 0) sented here, when a client or group of clients merges with an
earlier group, all clients in the earlier group restarelishg to
a single group, which can then go on to merge with othearlier streams. It is also assumed that when a group splits a
groups. a branch point, the initiation of a stream for each new graup i
Extending HSM to non-linear media requires a more dylelayed until the playback position of the earliest clienthat
namic notion of client group, since clients that have bearoup reaches the branch point. Other options are invéstga
merged may subsequently take different paths at a brarisH18].
point, thus splitting the group. In that case, the servet wil Fig. 12 presents simulation results for the HSM-UP, HSM-
need to start additional stream(s) so that there is onenstpea POP, HSM-KN, and HSM-KP HSM variants described above,
path followed. Also, a more complex policy may be requiredssuming Poisson request arrivals. HSM-UP has essentially
for determining what earlier stream a client listens to,ha t the same required server bandwidth as HSM-POP, which is
case where the closest earlier stream is beyond the nexttbraconsistent with the result from Section IV that using over-
point. Moreover, when a client or group of clients mergeshwitall path selection probabilities to determine which mualsc
an earlier group, the clients in the earlier group may réstdransmissions to receive may not be a fruitful strategy. i@n t
listening to earlier stream(s) (as in HSM for linear medi), other hand, precise advance knowledge of client path safect
can alternatively continue snooping on the previous steam enables better choices of which earlier stream to listemto i
In the latter case, clients in a single group listening toshme HSM-KN and HSM-KP, yielding substantially reduced server
earlier stream may accomplish merges at different times. bandwidth usage.
Depending on how the above issues are handled, and on the

(b) Client Overhead

o . T . 50

availability of a priori path selection information, a number of —— HSM-POP
! . . ) . = HSM-UP

non-linear media HSM variants can be defined. The two vari- 40 L s HSM-KN

antsHSM-Unknown Path (HSM-UP) andHSM-Popular Path
(HSM-POP) do not attempt client-specific path prediction. |
HSM-UP, clients always listen to the closest earlier stréam

or past the same video portion, regardless of which branch it
may be on if beyond a branch point). In HSM-POP, clients
listen to the closest stream on the most popular branch if
the closest earlier stream is beyond the next branch point.
HSM-Known Next (HSM-KN) assumes that partial knowledge N
of client path selection, specifically the branch a clienll wi . ) ) ) )
select at the next branch point (but not yet the subsequgn 'Sl(gégﬁgfdr Sﬁg?ft'?éz \?Vﬁﬂur:reeigwh?gs:olf)Non-Lmear HSMi-Va
branch choices), can be known in advantd&M-Known Path '

30 r
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Required Server Bandwidth

o
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Fig. 13: OPB-KP Segment Partitioning for an Example MediaiSt  Fig. 14: OPB-KP Channels for Structure of Fig. 13 (shadedsaeze
ture (“S” label is for start of media, “Bi" labels are for brempoints, |istening periods of example clienk = 3, s = 2, r = 1)

“Ei” labels are for segment end points, dashed lines indisagment
boundaries K = 3,s =2,r = 1)

as long as any segment that a client begins to download prior
B. Optimized Periodic Broadcast to a branch point, and that includes data from after the thranc

The periodic broadcast protocols that we develop here fgpint,_ _includes the respective data from all of _the bran_ches
non-linear media are based on the optimized periodic broagRecifically, suppose that between when a client begins to
cast (OPB) protocols described in [13]. In these protocoliSten to the transmission of a particular segménand the
as applied to linear media, the media file is partitioned infs®9iNning of playback of that segment, video playback does
K segments, with each segment being repeatedly multic3Sf Cross @ branch point. If segmenitself also does not cross
on a separate channel at rate Clients are assumed able? Pranch point, then it must be part of the same video portion
to simultaneously listen tos channels. The segment sizéhat was being played back during its reception. If, on the
progression is such that each segment is received justCffer hand, segmentdoes cross a branch point, then it must
time for playback if clients begin listening to thechannels include some of the video portion prior to the branch poist (a
delivering the firsts segments immediately, begin listening tgl€termined by the segment starting position), plus a Bacti
the channel for segmerit (k > s) immediately after fully of each video portion afte_r_the branch point (as determined t_)y
receiving segment — s, and begin playback after receptionthe segment ending position). Note that the playback curati
of the first segment is complete. of such a segment will be less than suggested by its size in

For the case in which client path selection is knoan bytes (and corresponding _transmission time), since tlenli
priori, we propose a variant of OPB call&@PB-Known Path will play only the data on its chosen path. Suppose now that
(OPB-KP). Each complete path through the non-linear medigtween when a client begins to listen to the transmissian of
file is partitioned using the same segment size progressiipment and the beginning of playback of that segment, video
as in OPB for linear files. Shared portions of paths share tREYPack does cross a branch point. In this case, the entire

corresponding segments. (We assume here that if the file hagment multiplexes data from multiple paths, as the segmen
directed acyclic graph structure, then the lengths of mhspabegms after the branch point and it is unknown which branch

to any video portion with multiple parents are identicaf.) & client will take.
a segment crosses a branch point, the data from each medigig. 16 shows the channels used in tBBB-Unknown Path
portion after the branch point is delivered on a separate s{@PB-UP) protocol for the example non-linear video struetu
channel at rate.. Thus, for such a segment, the server wihown in Fig. 15, assuming each path is partitioned into six
repeatedly first transmit the data from before the branchtpopegments K = 6), clients listen to two channels concurrently
(at rater), and then transmit the data from after the brandis = 2), and segments are transmitted at the playback data rate
point (at total rater times the number of portions after the(r = 1). Also shown are the periods during which an example
branch point). Each client listens to the channels and suilient listens to the transmissions on each channel, asgumi
channels appropriate to its path. Fig. 14 shows the channélg client request arrives at the point indicated in the &gur
used in the OPB-KP protocol for the example non-linear vidgtd that the client takes the path shown in Fig. 15.
structure shown in Fig. 13, assuming each path is partitione Feasible segment sizes for OPB-UP can be computed using
into three segmentsi{ = 3), clients listen to two channelsthe algorithm outlined in Fig. 17. Although this algorithm i
concurrently § = 2), and segments are transmitted at th@esigned for balanced binary trees, it can be extended fog mo
playback data rater(= 1). Note that in Fig. 13, each videogeneral types of media structures. Hgréenotes the playback
portion is represented by a line segment rather than by a, noderation of segment, u; denotes the time when a client
so that the partitioning of the video into broadcast segmeritegins reception of the segment, measured from the start of
can be shown. Fig. 14 also shows the periods during which tre video file playbacke; denotes the latest time by which
example client listens to the transmissions on each chanreelclient can end reception of the segment, measured from
assuming the client begins reception at the point indichted the start of video playback (also equal to the playback point
the arrow and that the client takes the path shown in Fig. 1&rresponding to the beginning of the segmept)denotes the

For the case in which client path selection decisions asegment transmission time when the segment is of maximal
known only when they are made at the respective branigmgth, andw; denotes the playback point corresponding to
points, our key insight is that periodic broadcast is stii§ible the end of the segment in the case in which the segment does
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ProcedurePartition(K, s, )
1.For¢=0;i< M, it+)

2. d=¢€ +i(T1/7‘—61)/M

3. Compute_Segsize(K,d,s,r)
4, |f((zjillk—:r’ < e)

5. ReturnSuccess

6. End For

7. ReturnFailed
End Procedure

ProcedureCompute_Segsize(K,d, s,r)

Fig. 15: OPB-UP Segment Partitioning for an Example MediaSt g llé = dT_ 9 k< K+ kit
ture (“S” label is for start of media, “Ei” labels are for segn end 1'0 015 &= d < S’_ )
. k -4, >~ 5,

points, dashed lines indicate segment boundafies,6, s = 2,r = 1)

up = sthlatestof{ u; +0;/r |1<j<k}, k>s+1
11. ex = Zf;ll ljy ye = ex — ug
12. Case 1: no branch point {u, ex)

Chamnel I T T T T T—T ... 13. Wk = YkT + ek .
Channel 2L = T T 0 14. Case 1.1: no branch point jer, wx)
E2/3 E4/5 15 lk == yk"'
Channel SE= - ' ' 16.  Case 1.2: first branch point e, w;) is at B and no
Channel 4] 1 . branch point in(B, B + (yxr — (B —ex)) /2)
Channel S == T ] 17. transmit interleaved data after branch point
Channel £ oAl T . 18. lp =B —er+ (ykr — (B — ek)) /2
815 EEs ] ) 19. Case 1.3: first branch point ja;, ws) is at B, and first
Channel 66= ' branch point in(B, B + (yxr — (B — ex)) /2) is at By

E10/11 E14/15
Channel 6 I i | 20

segment ends at branch poiBg

o ' — 21. ls = By — ex
Fig. 16: OPB-UP Channels for Structure of Fig. 15 (shadedsaage 22. Case 2: one branch point i, ex)

listening periods of example client, striped areas indicatltiplexed 23 transmit interleaved data

transmissionsK =6, s = 2, r = 1) 24: W = Yt /2 + ex
25. Case 2.1: no branch point jey, w)
26. lk = yk”l‘/2
not encounter a branch point. The outer loop attempts to fifd- Case 2.2: first branch point {ax, wy) is at B

the start-up delay (transmission time of the first segmernths 28 lsegmBent Snds at branch point
r=DB—egk

that the cumulative length df segments (wherf is given as 35" end For
an input) matches the length of a complete path. The algorithend procedure
makes the simplifying restriction that no segment can haveF
multiplexing level of more than two (i.e., include data from
more than two paths), and the assumption that the first segmen

does not cross any branch points. It further assumes thattraC. Performance Comparisons

points are never sufficiently close together that a zerotleng Figs. 18, 19, and 20 show the server bandwidth used by
is computed for a segment (as would occur in case 2.2 Whgl, S\ and OPB protocols for non-linear media streaming,
the branch pointB is at e;), although it could be extendedqgether with the analytic lower bound from eq. 2. The result
to handle this case by simply delaying beginning reception gy the OPB variants are computed analytically based on the
the segment until after the next branch choice has been mage,nnels used (determined as described in Section V-B by the
Such delays could be more generally beneficial, as well, W rameterss, s, andr, and the media structure), and assuming
the algorithm in Fig. 17 simply assumes that a client begifg,; ransmission on a channel is stopped whenever no client
reception of a new segment (if any remain) immediately aftf jistening to that channel. The fraction of time that nenti
reception of a previous segment completes. The design;Qfiistening to a channel can be easily derived given Poisson
optimal periodic broadcast protocols for various types@i equest arrivals (also assumed in the simulations of the HSM
linear media structures is left for future work. protocols).

For OPB, partial (but perfectly accurate) path prediction For HSM-KP and OPB-KP, path prediction is assumed to
could be exploited using a hybrid of the OPB-KP and OPBse perfect. For HSM, imperfect or partial path predictioa (a
UP protocols. Errors in path prediction, however, would bexploited in HSM-KN) yields results intermediate to thoee f
difficult to recover from. A client whose path is mispreditte HSM-UP and HSM-KP, as shown in Fig. 12.
will have listened to transmissions of the wrong data from The key observations from these figures are: (1) stopping
after the mispredicted branch point. Recovery would requitransmission on a channel when there are no clients ligienin
either interruption in playback (so as to allow time for thallows periodic broadcast performance to be competitisnev
client to receive the data that it would have received by thisader light load, (2) precise path prediction yields a large
point, had the branch choice been correctly predicted)ser uimprovement in performance, (3) OPB-KP outperforms HSM-
of a unicast stream that would deliver data sequentialljnfroKP and yields performance as close to the lower bound from
the branch point at rate at least equal to the playback d&ta r&q. 2 as could be expected, given that withs = 2 each OPB-

%. 17: Algorithm for OPB-UP Segment Sizes (balanced lyinae)
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50 : D. Prototype Implementation
c 40t 'E';?:'\EA;:BE """ - x | A rudimentary implementation of scalable non-linear media
g %%“Q:EB B i streaming has been added to the SWORD prototype streaming
S 30 | LowerBound yd ] system [13]. The SWORD system consists of server and client
a Ve components, each built using the open source Apache proxy
—_ L X X . . -
g 20 e server code as a basis. These interpose between Windows Me-
A 10! “ “égoo di_a servers and pla_yers, angl replgce the_ normal unicasedgli

with multicast delivery using hierarchical stream merging

Selective termination of streams by the server component
and reconstruction of the data received on multiple mutica

streams at the client component allow the use of hierarthica

Fig. 18: Performance of Scalable Delivery Protocols (bedarbinary stream merging to be transparent to the client player.

Lrieé/;”th height 3q-=1,d = 0.01 for OPB and lower bound,= 0.25, Our implementation of non-linear media streaming stores

each portion of the non-linear structure as a separate file.
Modification of the header fields and spoofing of requests by

1 10 100 1000

200 T the SWORD client component allow this non-linear structure
175 | HOMUE o P to be transparent to the client player, to which it appears
§ 150 | HSMKE e G that only a single video file is being played. (Transitions
§ 125 1 Lower Bound X E between the video portions are seamless.) These changes are
& 100t A implemented using approximately 500 lines 6f* code.
g — o For the SWORD server component, the main maodification
g is the addition of code implementing the possible change

in merge target (the earlier stream a client is listening to)
when a client reaches a branch point and makes a selection.
This addition is realized using about 200 lines@f* code.
Dynamic client path selection is currently supported tigtou
Fig. 19: Performance with Varying Heighi (= 1, N = 1000,d =0.01 a web page interface. The present implementation uses built
for OPB and lower bound; = 0.25,s = 8) in knowledge of the media file structure; on-going work
concerns description of non-linear media structures inamet
50 : files. Our implementation has demonstrated that non-linear

Tree Height

HSM-UP e media streaming can be implemented relatively easily, even
£ 407 SSPS':EE o ] in the context of commercial media streaming systems.
= OPB-KP ---o---
T 30 Lower Bound 1
3 BB g VI. CONCLUSIONS
) 20 v H H " H i1 1 H
= oo This paper has considered “non-linear” video content in
$pob—— e which clients can tailor their video stream according toiind
vidual preferences, within the constraints of a predefimed t

or graph structure. Tight lower bounds on server bandwidth
Client Start-up Delay (d) were developed that show significant potential for bandwidt
) ) ] reduction using multicast delivery in this context. The bds
Fig. 20: Impact of OPB Start-up Delay (balanced binary e W g5, jjlyminate the advantages and disadvantages of \@riou
height 3, = 1, N = 1000,r = 0.25,s = 8) . ) . .
approaches to client snoop-ahead and the benefispoiori
path knowledge.
KP client receives data at a maximum aggregate rate of twiceThe key insights from the bounds analysis are (1) correct
the streaming rate, whereas the lower bound places no sibcanch choice predictions for more than 75% of the video
restriction (see [6], [13] regarding the impact of cliente&e portions greatly reduces the required server bandwidth wit
rate limitations), and (4) the precise relative perfornean€ modest client data overhead, and (2) in the absence of fairly
the HSM and OPB variants that have incomplete knowledgeecisea priori information about client path selections, a
of client prediction depends on the request arrival ratethed simple policy in which clients only listen to transmissions
client start-up delay used in OPB (note that HSM providdsom their current video portion and those immediately fol-
immediate service, although variants that use a batchart stlowing the next branch point, achieves better server badfitiwi
up delay have also been proposed [5]). The results for HSalability than using overall path selection probalgittito
suggest that it may be fruitful to investigate HSM variamts idetermine which transmissions to listen to.
which clients can listen to multiple earlier streams (ecme New stream merging and periodic broadcast protocols were
for each possible choice at the next branch point, similar tlevised, in part using insight from our bounds analysis.
allnext), for use in contexts where accurate client specific paithe new protocols achieve much of the potential bandwidth
prediction is not possible. savings. Furthermore, the new periodic broadcast pratocol

O L
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were found to be competitive with the new stream merging
protocols at all request rates, assuming that in the former
protocols the server transmits on a channel only when at leas
one client is listening.

On-going research is focussed on improved stream merging
and periodic broadcast protocols, and further develop et
experimentation with the SWORD prototype delivery system.
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