
Network Bandwidth Allocation andAdmission Control for a ContinuousMedia File ServerDwight Makaro�, Gerald Neufeld, and Norman Hutchinsonfmakaro�,neufeld,hutchinsong@cs.ubc.caDepartment of Computer Science, University of British ColumbiaVancouver, B.C. V6T 1Z4 CanadaAbstractResource reservation is required to guarantee delivery of continuous mediadata from a server across a network for continuous playback by a client.This paper addresses the characterization of the network bandwidth re-quirements of Variable Bit Rate data streams and the corresponding ad-mission control mechanism at the server. We show that a characterizationwhich sends data early, making intelligent use of client bu�er space, reducesthe amount of network bandwidth reserved per stream without creatingany start-up latency. The results of performance experiments in a Con-tinuous Media File Server �nd that operation with requests arriving overtime can deliver up to 90% of the network bandwidth. The experimentsalso show that a system designer can con�gure a server so that the networkand disk bandwidth can scale together.Keywords: multimedia, �le servers, variable bit rate, admission control,network transmission1 IntroductionContinuous media �le servers require that several system resources be reservedin order to guarantee timely delivery of the data to end-user clients. These re-sources include disk, network, and processor bandwidth. In a heterogeneous sys-tem accommodating variable bit-rate data streams, the amount of each resourcedi�ers for each stream and varies over time. A key component of determining theamount of a resource to reserve is characterizing each stream's bandwidth. Ad-mission control is necessary to ensure adequate server resources for the durationof the playback requested by the user.



In this paper, we examine network bandwidth reservation from both theserver's and the client's point of view. The provision of network bandwidthwithin the network between the server and the client is beyond the scope of thispaper and has been addressed extensively in other work [6]. The server is onlyaware of problems with delivery through feedback from the client.Two aspects of the network resource management issue are important: thebandwidth usage pro�le of each individual stream and the combined load on thenetwork interface provided by the requests of all the clients of one server. Theremainder of this paper is organized as follows. We begin with a description ofthe system model, then describe the comparative network allocation algorithms,followed by the network admission control algorithm. The description of theexperimental model then provides a framework for the results. This is followedby a comparison of our approach with related work and �nally, some conclusionsand possible directions for future work.2 System ModelThis study takes place in the context of a Continuous Media File Server (CMFS).This system model is shown in Figure 1. The server is scalable in that multi-ple disks can be attached to each server node. Multiple server nodes can becon�gured with a single administrator node. The cumulative data tra�c fromthe set of disks on a single server node provides the bandwidth that this papercharacterizes.
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starvation. If some small percentage of packets get corrupted or lost, the pre-sentation can continue without loss of satisfaction from the user's point of view.Retransmissions can cause unacceptable latency [1].Guaranteeing adequate bandwidth requires network resource reservation.This may be done in the form of a VBR connection in an ATM network, withstatistical transmission guarantees. Cells may be lost due to transient overload.Such \capacity losses" (or \congestion losses") may invalidate the client's as-sumption on the expected error or loss rate, and may interfere with the client'sability to provide continuous playback [1][11]. We have selected instead to useCBR connections which can have bandwidth renegotiated, providing a smallamount of overhead to the operation of the system.If the network bandwidth cannot be maintained throughout stream delivery,some change to the delivery parameters is necessary. Unfortunately, the serverdoes not know what adjustments would be appropriate for the client, nor ifthe client would be able to interpret the reduced amount of data that wouldbe sent under the adjusted data rate. The client application requests a newdelivery rate, which may have fewer frames per second, or involve skipping somesequences of the object. In this paper, we assume that the bandwidth of anindividual server-client connection can always be maintained.3 Network Block Schedule CreationThe network resource usage of a particular stream may be characterized in manyways. The tightest upper bound is the empirical envelope [6], which has beena basis for much of the previous work in this area. It results in a conservative,piece-wise linear function, speci�ed by a set of parameters, but requires O(n2)time to compute (where n is the number of frames in the stream). Approxima-tions have been developed based on leaky bucket schemes, but the results havestill utilized the entire stream to calculate the bandwidth pro�le o�-line. In thesystem model of the CMFS, the schedule must be created at request deliverytime, because each play request could select di�erent portions of the object (slowmotion, skipping sequences) as in [9].It is possible to give a single value for bandwidth characterization (such asthe average bandwidth), and let the network infrastructure deal with transientoverloads in the network. Such an allocation algorithm faces two main problems:client starvation and server bu�er space. Sending at the average rate for the en-tire duration of stream delivery does not ensure that enough data will be presentin the client bu�er to handle peaks in the bandwidth which occur early in thestream. It is possible to prefetch data, but this introduces start-up latency andrequires a large client bu�er. Parameterized variants of average bandwidth allo-cation with intelligent discarding1 of data at the server have shown reasonablygood results. Both client bu�er size and start-up latency have been parametersin previous research [13] where reductions in either bu�er space or latency can1requiring server knowledge of encoding formats.



be achieved. An approach which utilizes the VBR pro�le is essential to reduceboth of these values simultaneously. A study of the e�ect of packet loss over theInternet for MPEG streams [1] shows that enhanced error concealment and/orerror resilience techniques in the stream can reduce the apparent loss of qualityin a manner transparent to a server such as the CMFS.In keeping with the philosophy of admission control and resource usage char-acterization in the UBC CMFS, we have chosen to divide the time period duringwhich data is transmitted into network slots, and provide a detailed schedule ofthe bandwidth needed in terms of a network block schedule. A network slot is aneven multiple of the disk slot time. This schedule allows the system to transmitdata at a constant rate within a network slot, known in other literature as Piece-wise Constant Rate Transmission and Transport [2][8]. The size of a network slotis signi�cantly larger than a disk slot for two main reasons: overhead of renego-tiation and smoothing capability. A renegotiation takes a non-trivial amount oftime and should be e�ective for more than a disk slot time. As well, the abilityto smooth out the data delivery by sending data earlier in the network slot thanis absolutely required increases performance. This utilizes the available clientbu�er space. Other research has experimented with the size of network slots inthe range of 10 seconds to 1 minute [4] [14]. Zhang and Knightly [14] suggestthat renegotiations at 20 second intervals provide good performance. We haveused 20 seconds as the size of the network slot for the initial experiments.Our initial algorithm (hereafter called Original) considers only the number ofbytes that are required to be sent in each network slot. The cumulative averagenumber of bytes per disk slot is calculated for each disk slot in the network slot.The maximumvalue encountered in the current network slot is rounded up to thenext highest number of disk blocks (64 KBytes). This method has the advantageof absorbing peaks in the disk block schedule by assuming that the server cansend at the speci�ed rate for the entire network slot. Peaks which occur late inthe network slot have marginally less in
uence in the cumulative average andwill be absorbed easily as shown in Figure 2. Here, the �rst three large peaks indisk bandwidth at slots 68, 94, and 136 do not increase the reservation. If a peakin disk bandwidth occurs early in a network slot, then the maximumcumulativeaverage is near this peak (disk slots 201 and 241).Our server-based 
ow control policy [10] takes advantage of the client bu�erby sending data to the client as early as possible, without over
ow. Since thevalue used in the network block schedule is the maximum cumulative average,it is likely that some data will be present in the client bu�er at the beginning ofthe next network slot.The second algorithm improves on the �rst by explicitly accounting for send-ing data early. In nearly all cases, there is su�cient excess bandwidth to �ll theclient bu�er. This reduces the amount of bandwidth that must be reserved foreach subsequent slot, smoothing the network block schedule, and thus, we callit the Smoothed algorithm. A peak in disk bandwidth that occurs very early ina network slot could be merged with the previous network slot. Figure 3 showsthe smoothed network block schedule for the same stream taking into account
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Figure 2: Network Block Schedule - Originalnetwork send-ahead. Increased client bu�er space enables smoothing to be moree�ective at reducing both the peaks and the overall bandwidth necessary [2].A signi�cant complication in the design is the assumption that the disk sys-tem has achieved su�cient read-ahead such that the bu�ers are available inmemory for sending. The disk admission control algorithm utilized in the CMFSonly guarantees that disk blocks will be available for sending at the end of theslot which they are required to be sent [9]. The disk subsystem guarantees aminimum bandwidth in every disk slot, for disk admission control. For a diskwhich is under heavy load, it is possible that the disk peaks which we have beentrying to smooth at the network level will not be read o� the disk when needed.If this is the case, the network bandwidth value must be increased above thecumulative average in order to transmit this peak amount when required.The disk admission algorithm [9] guarantees that in steady state, the guaran-teed bandwidth from the disk is always su�cient to service the accepted streams.In fact, the achieved disk bandwidth is greater than this value, because diskperformance is variable and the average performance is somewhat above theguarantee. Thus, over time, all bu�er space will be utilized by this aggressiveread-ahead. The level of bandwidth for the accepted set of streams will alwaysbe lower than the capacity of the disk.The issue of bu�er space is slightly more complicated. In steady state, thereare no bu�ers in which to read any blocks for the new stream, except those beingreturned to the system after being transmitted across the network. Bu�ers maybe \stolen" from existing streams if the data is not needed until later than thedeadline for the new stream. In the operation of the server, staggered request
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Figure 3: Network Block Schedule - Modi�edarrivals and bu�er stealing often results in a signi�cant amount of contiguousreading when the new stream is accepted, increasing the bandwidth and theread-ahead achieved.For example, consider video streams of approximately 4 Mbps, a typical valuefor average (TV) quality. If there are 5 currently accepted video streams and 64MBytes of server bu�er space, each stream would have approximately 12 MBytesof bu�er space (or 24 seconds of video). If a new stream is accepted, there wouldbe 10.6 MBytes per stream in steady state (or 20 seconds of video). This amountof data could accumulate from the disk in about 3 seconds, so that steady stateis achieved rather quickly. The only time that the server would not have readahead at least 20 seconds is during the �rst few slots of reading. With staggeredarrival patterns, the server is reading from only one stream immediately afteracceptance, and so the disk is substantially ahead after the �rst disk slot. Thesteady state will be reached soon enough that none of the borderline cases ofbu�er space and bandwidth will be encountered. Smoothing the bandwidthusage of each stream is a reasonable course of action, which reduces the resourcereservation and potentially permits more simultaneous streams.4 Network Admission Control AlgorithmOnce we have achieved a suitable network bandwidth characterization for eachstream, the stream requests are submitted to a network admission control algo-rithm that determines if there is enough outgoing network bandwidth to support



these requests. The network admission control algorithm used in the CMFS isrelatively simple. The maximumnumber of bytes that the network interface cantransmit per second is easily converted to the number of blocks per disk slot,2which we hereafter refer to as maxXmit. The algorithm is shown in Figure 4and can be summarized as follows: for each network slot, the bandwidth valuesfor each stream are added, and as long as the sum is less than maxXmit, thescenario is accepted.Requests which arrive in the middle of a network slot are adjusted so thatthe network slot ends for each stream simultaneously. Thus, such a stream hasless opportunity to �ll the client bu�er in that �rst network slot. In the samplestreams this made very little di�erence in the overall bandwidth required for thenetwork block schedule, although the initial shape did di�er somewhat. It didnot change the overall distribution of bandwidth.NetworkAdmissionTest( newStream, networkSlotCount )beginfor netwSlot = 0 to networkSlotCount dosum = 0for i = �rstConn to lastConn dosum = sum + NetBlocks[netwSlot]if (sum > maxXmit) then return (REJECT)endreturn (ACCEPT)endend Figure 4: Network Admission Control AlgorithmThe network admission control algorithm is the same algorithm that wascalled the \Instantaneous Maximum" disk admission control algorithm in ourprevious work [7]. This algorithmwas rejected in favour of the vbrSim algorithmthat took advantage of aggressive read-ahead in the future at the guaranteedrate or aggressive read-ahead in the past at the achieved rate. The vbrSimalgorithm could be considered for network admission control. The smoothinge�ect enabled by sending data early could further eliminate transient networkbandwidth peaks. One major bene�t of vbrSim is the ability to use the serverbu�er space to store the data which is read-ahead. This bu�er space is sharedby all the streams and thus, at any given time, one connection can use severalMegabytes, while another may use only a small amount of bu�er space. Forscenarios with cumulative bandwidth approaching capacity, signi�cant serverbu�er space is required to enable acceptance.2For disk blocks of 64 KBytes and disk slots of 500 msec, 1 Mbps is approximately 1Block/slot.



If the same relative amount of bu�er space was available at each client, thennetwork send-ahead could be e�ective. The server model only requires two diskslot's worth of bu�er space, and so, very little send-ahead is possible. Eventhis amount of bu�er space is large compared with the minimum required by adecoder. For example, according to the MPEG-2 speci�cations, space for as fewas three or four frames is required.5 Experimental DesignIn order to examine the admission performance of our network admission controlalgorithm, we loaded a CMFS with several representative VBR video streamson several disks. Each disk contained 11 streams. Then we presented a numberof stream request scenarios for streams which were located on the same disk todetermine which of the scenarios could be accepted by the vbrSim disk admissioncontrol algorithm. The initial selection of the streams for each scenario was donechoosing a permutation of streams in such a manner as to have the same numberof requests for each stream for each size of scenario. Thus, there were 33 scenariosthat contained 7 streams and each of the 11 streams was selected 33*7/11 = 21times, and 33 scenarios that contained 6 streams. There were also 33 scenariosof 5 streams each and 44 of 4 streams each. When arrival times of the streamswere staggered, the streams were requested in order of decreasing playback timeto ensure that all streams in a scenario were active at some point in the deliverytime. The scenarios for each disk were then combined with similar scenarios fromother disks and the network admission control algorithm was used to determinewhether or not the entire collection of streams could be accepted by a multi-diskserver node. The admission control algorithm was not evaluated in a runningCMFS, due to limitations in the measurement techniques employed.A summary of the stream characteristics utilized in these experiments is givenin Table 1. Each disk has a similar mix of streams that range from 40 seconds to10 minutes with similar averages in variability, stream length, and average band-width. The variability measure reported is the coe�cient of variation (StandardDeviation/Mean) of the number of blocks/slot.6 ResultsIn this section, we compare the results of the Original algorithm with theSmoothed algorithm. The �rst observation that can be made is that the av-erage bandwidth reservation is signi�cantly greater than the average bandwidthutilization. When averaged over all scenarios, the Smoothed algorithm reservessigni�cantly less bandwidth than the Original algorithm (113.3 Mbps versus122.8 Mbps), both of which exceed the bandwidth utilization of 96.5 Mbps.Thus, it is reasonable to expect that the Smoothed algorithm will provide betteradmission performance results.



Disk 1 Disk 2 Disk 3 Disk 4Largest B/W 5.89 Mbps 6.03 Mbps 6.69 Mbps 7.28 MbpsSmallest B/W 2.16 Mbps 3.33 Mbps 2.9 Mbps 1.71 MbpsAverage B/W 4.16 Mbps 4.89 Mbps 4.61 Mbps 4.61 MbpsStd. Dev. B/W 1.15 Mbps 0.93 Mbps 1.07 Mbps 1.64 MbpsLargest Variability .43 .35 .354 .354Smallest Variability .184 .154 .185 .119Average Variability .266 .233 .251 .262Longest Duration 574 secs 462 secs 625 secs 615 secsShortest Duration 95 secs 59 secs 52 secs 40 secsAverage Duration 260 secs 253 secs 311 secs 243 secsStd. Dev of Duration 160 secs 139 secs 188 secs 181 secsTable 1: Stream CharacteristicsWe grouped the scenarios with respect to the relative amount of disk band-width they request, by adding the average bandwidths of each stream and divid-ing by the bandwidth achieved on the particular run. The achieved bandwidth isa�ected by the placement of the blocks on the disk and the amount of contiguousreading that is possible.In the �rst experiment, 193 scenarios were presented to a single-node CMFScon�gured with 4 disks. Each disk had a similar request pattern that issuedrequests for delivery of all the streams simultaneously. Table 2 gives a summaryof admission performance with respect to number of scenarios in each requestrange that could be accepted by both the network admission algorithm and thedisk admission algorithm on each disk, which were fewer than 193.Pct Number of Disk Original SmoothedBand Scenarios Accepted Accepted Accepted95-100 0 0 0 090-94 8 0 0 085-89 6 0 0 080-84 9 3 0 075-79 26 7 0 370-74 21 15 2 1465-69 34 33 18 3360-64 25 25 23 2555-59 10 10 10 1050-54 2 2 2 2Total 141 95 56 87Table 2: Admission Performance: Simultaneous Arrivals (% of Disk)The four disks were able to achieve between 110 and 120 Mbps. The sce-



nario with the largest cumulative bandwidth that the Smoothed algorithm couldaccept was 93 Mbps, as compared with 87.4 Mbps for the Original algorithm.In this set of scenarios, the requested bandwidth varied from approximately55% to 95% of the achievable disk bandwidth. The original algorithm acceptsonly a small percentage (2/15) of the scenarios within the 70-74% request rangeand approximately half the requests in the band immediately below. With theSmoothed algorithm, about half the requests in the 75-79% request range areaccepted, and nearly all in the 70-74% range. The Smoothed algorithm increasesnetwork utilization by approximately 10 to 15%.One major bene�t of vbrSim is the ability to take advantage of read-aheadachieved when the disk bandwidth exceeded the minimum guarantee. This isenhanced when only some of the streams are actively reading o� the disk, re-ducing the relative number of seeks, producing a signi�cant change in admissionresults. The achieved bandwidth of the disk increases by approximately 10%,with only 9 of the 193 scenarios rejected by the disk system and the networkblock schedules are slightly di�erent.Pct Number of Disk Original SmoothedBand Scenarios Accepted Accepted Accepted95-100 29 22 0 090-94 9 7 0 085-89 12 12 0 080-84 14 14 0 075-79 5 5 0 370-74 22 22 1 765-69 23 23 5 2160-64 34 34 10 3455-59 25 25 24 2550-54 17 17 17 1745-49 2 2 2 2Total 193 184 59 103Table 3: Admission Performance: Staggered Arrivals (% of Disk)Table 3 shows admission decisions under staggered arrival. The Originalalgorithm performed signi�cantly worse in terms of percentage of bandwidthrequests that are accepted. As mentioned before, many of the scenarios move toa lower percentage request band, due to the increase in achieved bandwidth fromthe disk. This shows that the increase in disk bandwidth achieved due to staggerwas greater than the increase in the amount of accepted network bandwidth. Forthe Smoothed algorithm, relative acceptance rates are unchanged. The abilityto accept streams at the network level and at the disk level have kept up withthe increase in achieved bandwidth o� the disks.Another experiment examined the percentage of the network bandwidth thatcan be accepted. The results of admission for the simultaneous arrivals and the



staggered arrivals case are shown in Tables 4 and 5. We see that smoothing is ane�ective way to enhance the admission performance. A maximum of 80% of thenetwork bandwidth can be accepted by the Original algorithm on simultaneousarrivals, although most of the scenarios in that range are accepted. The smooth-ing operation allows almost all scenarios below 80% to be accepted, along witha small number with greater bandwidth requests.Pct Number of Original SmoothedBand Scenarios Accepted Accepted95-100 0 0 090-94 5 0 085-89 4 0 280-84 18 1 1775-79 32 19 3270-74 19 18 1965-69 11 11 1160-64 2 2 2Total 91 51 85Table 4: Admission Performance: Simultaneous Arrivals (% of Network)Pct Number of Original SmoothedBand Scenarios Accepted Accepted95-100 5 0 090-94 19 0 285-89 15 2 1480-84 27 3 2775-79 29 18 2970-74 22 22 2265-69 11 11 1160-64 2 2 2Total 131 59 106Table 5: Admission Performance: Staggered Arrivals (% of Network)In Table 5, we see that the maximum bandwidth range requested and ac-cepted by the disk subsystem approaches 100 Mbps. None of these high band-width scenarios are accepted by either network admission algorithm. A fewscenarios between 80% and 90% can be accepted with the Original algorithm.The Smoothed algorithm accepts nearly all requests below 90% of the networkbandwidth, due to the fact that a smaller number of streams are reading andtransmitting the �rst network slot at the same time. With staggered arrivals, allstreams but the most recently accepted stream are sending at smoothed rates,



meaning lower peaks for the entire scenario.The results of these experiments enable an additional aspect of the CMFSdesign to be evaluated: scalability. It is desirable that the disk and networkbandwidth scale together. In the con�guration tested, 4 disks (with minRead =23) provided 96 Mbps of guaranteed bandwidth with a network interface of 100Mbps. At this level of analysis, it would seem a perfect match, but the tests withsimultaneous arrivals did not support this conjecture. A system con�gured withguaranteed cumulative disk bandwidth approximately equal to nominal networkbandwidth was unable to accept enough streams at the disk in order to usethe network resource fully. There were no scenarios accepted by the disk thatrequested more than 94% of the network bandwidth. In Table 4, there are only 4scenarios in the 85-89% request range, that were accepted by the disk system. InTable 5, there were 15 such scenarios. This increase is only due to the staggeredarrivals as the same streams were requested in the same order.With staggered arrivals, the network admission control became the perfor-mance limitation, as more of the scenarios were accepted by the disk. Therewere no scenarios that requested less than 100 Mbps that were rejected by thedisk. This arrival pattern would be the common case in the operation of aCMFS. Thus, equating disk bandwidth with network bandwidth is an appropri-ate design point which maximizes resource usage for moderate bandwidth videostreams of short duration if the requests arrive staggered in time.7 Related WorkThe problem of characterizing the network resource requirements of VariableBit Rate audio/video transmission has been studied extensively. Zhang andKnightly [14] provide a brief taxonomy of the approaches from conservativepeak-rate allocation to probabilistic allocation using VBR channels of networkssuch as ATM.The empirical envelope is the tightest upper bound on the network utilizationfor VBR streams, as proven in Knightly et al. [6], but it is computationallyexpensive. This characterization has inspired other approximations [3] whichare less accurate, less expensive to compute, but still provide useful predictionsof network tra�c.Tra�c shaping has been introduced to reduce the peaks and variability ofnetwork utilization for inherently bursty tra�c. Graf [3] examines live and storedvideo and provides tra�c descriptors and a tra�c shaper based on multipleleaky-buckets. Tra�c can be smoothed in an optimal fashion [12], but requires a-priori calculation of the entire stream. If only certain portions of the streams areretrieved (i.e. I-frames only for a fast-motion low B/W MPEG stream delivery),the bandwidth pro�le of the stream is greatly modi�ed.Four di�erent methods of smoothing bandwidth are compared by Feng andRexford [2], with particular cost-performance tradeo�s. The algorithms theyused attempt to minimize the number of bandwidth changes, and the variabilityin network bandwidth, as well as the computation required to construct the



schedule. They do not integrate this with particular admission strategies otherthan peak-rate allocation. This bandwidth smoothing can be utilized in a systemthat uses either variable bit rate network channels or constant bit rate channels.Recent work in the literature has shifted the focus away from true VBR on thenetwork towards variations of Constant Bit-Rate Transmission [8],[14]. Sincethe resource requirements vary over time, renegotiation of the bandwidth [4] isneeded in most cases to police the network. This method is used by Kamiyamaand Li [5] in a Video-On-Demand system. McManus and Ross [8] analyze asystem of delivery that prefetches enough of the data stream to allow end-to-endconstant bit rate transmission of the remainder without starvation or over
owat the client, but at the expense of substantial latency in start-up. Indicationsare that minimumbu�er utilization can be realized with a latency of between 30seconds and 1 minute [13]. For short playback times (less than 5 minutes) thatmay be appropriate for news-on-demand, such a delay would be unacceptable.8 Conclusions and Further WorkIn this paper, we have presented a network bandwidth characterization schemefor Variable Bit Rate continuous media objects which provides a detailed networkblock schedule indicating the bandwidth needed for each time slot. This schedulecan be utilized to police the bandwidth allocated for each network channel viasender-based rate control, or network-based renegotiation.We observed that the Original algorithm was susceptible to disk bandwidthpeaks at the beginning of network slots. The Smoothed algorithm was intro-duced, taking advantage of client bu�er space and excess network bandwidththat must be reserved, for a reduced overall reservation.The network admission algorithm provides a deterministic guarantee of datatransmission, ensuring that no network slot has a cumulative bandwidth peakover the network interface bandwidth. Scenarios with simultaneous arrivals werelimited by the disk subsystem. The disk admission control method [7] used inthe CMFS, when combined with staggered arrivals, showed that the same diskcon�guration shifted the bottleneck to the network side. The network admissioncontrol algorithm and the smoothed network bandwidth stream characterizationcombined to provide an environment where scenarios that request up to 90% ofthe network interface can be supported.These experiments utilized a single value for the size of the network slot anda single granularity for the block size. Extensions to this work could includecomparing admission results with di�erent values for these two parameters.References[1] Jill M. Boyce and Robert D. Gaglianello. Packet Loss E�ects on MPEG VideoSent Over the Public Internet. In ACM Multimedia, Bristol, England, September1998.
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