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Abstract—The available bandwidth (avail-bw) in a network is, first, that there is no consensus on how to precisely define it,
path is of major importance in congestion control, streaming second, that it varies with time, and third, that it exhibits high

applications, quality-of-service verification, server selection, and variability in a wide ranae of timescales
overlay networks. We describe an end-to-end methodology, called Y 9 ’

self-loading periodic streams (SLoPS), for measuring avail-bw.
The basic idea in SLoPS is that the one-way delays of a periodic
packet stream show an increasing trend when the stream’s rate  \We next define the avail-bw in an intuitive but precise manner.

is_higher than the avail-bw. We implemented SLoPS in a tool The gefinition does not depend on higher level issues, such as

called pathload The accuracy of the tool has been evaluated
with both simulations and experiments over real-world Internet the transport protocol or the number of flows that can capture

paths. Pathload is nonintrusive, meaning that it does not cause the avail-bw in a path.
significant increases in the network utilization, delays, or losses. A network pathP is a sequence df store-and-forward links
We usedpathloadto evaluate the variability (“dynamics”) of the  that transfer packets from a sendg¥D to a receiveRCV. We
avail-bw .i“bli”t?mﬁt pf"l‘thsi.l.Thz a"f‘ki]"b"" becﬁmes_ sigrlitl:ican_ttlz assume that the path is fixed and unique, i.e., no routing changes
more variable in heavily utilized paths, as well as in paths wi ; . .
limited capacity (proba)é)ly due tg a lower degree ofpstatistical Qr mgltlpath forwgrdlng oc_cur during t_he measurements.l Each
multiplexing). We finally examine the relation between avail-bw lINK @ can transmit data with a raté; bits per second, which
and TCP throughput. A persistent TCP connection can be used is referred to asink capacity Two throughput metrics that are
to roughly measure the avail-bw in a path, but TCP saturates the commonly associated with are the end-to-enchpacityC and
path and increases significantly the path delays and jitter. available bandwidtd. The capacity is defined as

Index Terms—Active probing, bottleneck bandwidth, bulk .
transfer capacity, network capacity, packet pair dispersion. C= i Ci @

A. Definitions

and it is the maximum rate that the path can provide to a flow,
|. INTRODUCTION when there is no other traffic i®.

HE CONCEPT of available bandwidth (avail-bw) has SUPPOSe that link transmittedC;u(to, to + ) bits during
T been of central importance throughout the history &Turtne 'nti?’al(to’ fo +t'TI')' Tthe tef”miqoé t°.+72’ otr simply
packet networks, in both research and practice. In the c:ontexf‘<f)%{h°3’<IS Tiavir?g? ; '?t"_" |cin ct)h n L'I g”nA%(fo’ OflJ_r Pf
transport protocols, the robust and efficient use of avail-bw h48 < uf(to) < 1. niuitively, the avail-bw. ’i(’o.)o, ke
always been a major issue, including Jacobson’'s TCP [9]. T e(to’ to+7) canbe ‘?"?f'“ed as thefrac_uon of th_e link’s capacity
avail-bw is also a crucial parameter in capacity provisionin ,at has not been utilized during that interval, L.e.,
routing and traffic_ engine(_aring, quality—of—servic_e (QoS) man- AT (to) = Ci[1 — u] (to)]- (2)
agement, streaming applications, server selection, and several ) )
other areas. Extending this concept to the entire path, the end-to-end

Researchers have been trying to create end-to-end meas@Y@l-bw A7 (fo) during (to, to + 7) is the minimum avail-bw
ment algorithms for avail-bw over the last 15 years. From k&mong all links inP
shav’s_pac_ket pair[15] to Carter and Crovella’_sprobe [6], AT(t) = min {Ci[l — ul (to)]}- 3)
the objective was to measure end-to-end avail-bw accurately, i=1--H
quickly, and without affecting the traffic in the path, i.e., nonThus, the end-to-end avail-bw is defined as the maximum rate
intrusively. What makes the measurement of avail-bw difficuthat the path can provide to a flow, without reducing the rate of

the rest of the traffic irP.
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Var{ AT} of the process decreases as the averaging timescaéetion VIl examines the relation between avail-bw and TCP
7 increases. We note that 4™ is self-similar, the variance throughput. Section VIl shows thatathloadis not network
Var{A"™} decreases slowly, in the sense that the decreaseirgfusive, and Section IX concludes the paper.

Var{A"} asT increases is slower than the reciprocatdf9].

. _ Il. RELATED WORK
B. Main Contributions

. - . Although there are several bandwidth estimation tools, most
In this paper, we present an original end-to-end avail-b

measurement methodology, called self-loading period?c them measure capacity rather than avail-bw. Specifically,

streams (SLoPS). The basic idea in SLoOPS is that the one—v&’gthChar[lo]’ clink [8], pchar [20], and the tailgating tech-

- : . nigue [17] measure per-hop capacity. Aleprobe[6], nettimer
delays of a periodic packet stream show an increasing tr ], pathrate [7], and the PBM methodology [28] measure
when the stream’s rate is higher than the avail-bw. SLoPS has’ P ’ oy

been implemented in a measurement tool catlathload The end-to-end capacity. . . :
. ) L Allman and Paxson noted that an avail-bw estimate can give
tool has been verified experimentally, by comparing its results

with MRTG utilization graphs for the path links [25]. Wed more appropriate value for thesthreshvariable, improving

have also evaluatepathloadin a controlled and reproduublethe slow sta_r t phase of TCP [2].' They recognl_ze_d, however,
) . . . . : the complexity of measuring avail-bw from the timing of TCP
environment using NS simulations. The simulations show tha . . .
. . packets, and they focused instead on capacity estimates.
pathload reports a range that includes the average avail- WThe first tool that attempted to measure avail-b be
in a wide range of load conditions and path configuration ! . pted ure avall-ow Gpob
, which estimated the avail-bw based on the dispersion of

The tool underestimates the avail-bw, however, when tIon acket trains at the receiver. A similar approach was taken
path includes several tight links. Thmathloadmeasurements . gp o irapp .
tplpe<:har[14]. The underlying assumption in these works is

. . . . |
are nonintrusive, meaning that they do not cause signific ﬁ ) . e .
9 y 9 a} atthe dispersion of long packet trains is inversely proportional

increases in the network utilization, delays, or los&aghload . g
is described in detail in [12]; here we describe the tool's saliemthe ?I'\Pgall-dti)vv. R’reicenntI%/,l h:weveE [Z][rsri]r?wgd tha:]tt?zls notrtht(;
features and show a few experimental and simulation results oo, | ¢ dISPErsion otong packet trains does hot measure the
, avail-bw in a path; instead, it measures a different throughput
evaluate the tool's accuracy. metric which is referred to as the asymptotic dispersion rate
An important feature gbathloadis that, instead of reporting a ymp P

single figure for the average avail-bw in a time interféal to+ (Azlz)ﬁ ¢ ii-b t techni led Delphi
0), it estimates the range in which the avail-bw proca&sét) merent avarl-bw measurement technique, caed Delph,

varies in(to, to + ©), when it is measured with an averagin%vas proposed in [29]. The main idea in Delphi is that the spacing
07 0 y . . . .
timescaler < ©. The timescales and© are related to two tool f two probing packets at the receiver can provide an estimate

parameters, namely, the stream duration and the fleet durati Iﬁlt(h;oir;ggtn;g ttrag'gt\?vzaeg?ﬁggﬁ}(ﬁgﬁ%gﬁ?&gltj\;ge gitkr;?;
We have usegbathloadto estimate the variability (or “dy- Pty P '

namics”) of the avail-bw in different paths and load conditioné.)(alphl assumes tha}t the path.can be well mod.eled by a single
ueue. This model is not applicable when the tight and narrow

An important observation is that the avail-bw becomes moinks are different, and it interprets queueing delays anywhere
variable as the utilization of the tight link increases (i.e., as thr?the ath as uéuein dela Eat thclz tiaht ”?lk y y
avail-bw decreases). Similar observations are made for pa&hi P qu 9 Y 9 ; .

nother technique, called TOPP, for measuring avail-bw was

of different capacity that operate at about the same utilization.

Specifically, the avail-bw shows higher variability in paths Witﬁ)roposed in [23]. TOPP uses sequences of packet pairs sent to

smaller capacity, probably due to a lower degree of statistictgf3 path at Increasing rates. From the rglatlon between.the input
multiplexing, and output rates of different packet pairs, one can estimate the

Finally, we examined the relation between the avail-bw ar?d’a"'bw and the capacity of the tight link in the path. In certain

“ » L : th configurations, it is possible to also measure the avail-bw
the throughput of a “greedy” TCP connection, i.e., a per&ste‘?ﬁ1 ? o
bulk transfer with sufficiently large advertised window. Our ex"fl.nd capacity of other links in the path. Both TOPP and our tech-

periments show that such a greedy TCP connection can be u igye, SLoPS, are baseq on the (_)bservat|on .that the queueing
to roughly measure the end-to-end avail-bw, but TCP satura elays of successive periodic probing packets increase when the

the path, increases significantly the delays and jitter, and pot rnglng rate is higher than the avail-bw in the path. The two

tially causes losses to other TCP flows. The increased del eéhmgg?g’ehs?yr\:]e;tzr'tr?éeaq:'lr_idIﬁ:rg:t:'?et(;]ioa;tuﬂ':g?]c’;t?r?;
and losses in the path cause other TCP flows to slow down, al- yu ! var-bw. : pari

lowing the greedy TCP connection to grab more bandwidth th%o estimation methods is an important task for further research.
what was previously available Paxson defined and measuredetative avail-bw metricg

[28]. This metric is based on the one-way delay variations of a
flow’s packets,8 measures the proportion of packet delays that
are due to the flow’s own load. If each packet is only queued
Section Il summarizes previous work on bandwidth estimaehind its predecessors, the path is considered empty andl.
tion. Section Il explains the SLoPS measurement methodolo@n the other hand, if the observed delay variations are mostly
Section IV describes thpathloadimplementation. Section V due to cross traffic, the path is considered saturatedsasnd).
presents simulation and experimental verification resultdnfortunately, there is no direct relationship betwgeand the
Section VI evaluates the dynamics of avail-bw ugpaghload avail-bw in the path or the utilization of the tight link.

C. Overview
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An issue of major importance is the predictability of thdigher than the avail-bw, then the one-way delays of succes-
avail-bw. Paxson’s metri@ is fairly predictable: on average, sive packets at the receiver show an increasing trend. We first
a measurement gf at a given path falls within 10% of later illustrate this fundamental effect in its simplest form through an
 measurements for periods that last for several hours [28halytical model with stationary and fluid cross traffic. Then, we
Balakrishnanet al. examined the throughput stationarity ofshow how to use this “increasing delays” property in an iterative
successive Web transfers to a set of clients [4]. The throughplgorithm that measures end-to-end avail-bw. Finally, we depart
to a given client appeared to be piecewise stationary in tifrem the previous fluid model and observe that the avail-bw may
scales that extend for hundreds of minutes. Additionally, thery during a stream. This requires us to refine SLoPS in several
throughput of successive transfers to a given client varied tays, which is the subject of the next section.
less than a factor of 2 over three hours. A more elaborate
investigation of the stationarity of avail-bw was recenthA. SLoPS With Fluid Cross Traffic
published in [30]. Zhangt al. measured the TCP throughput cgnsider a path frorSA'D to RCV that consists off links,
of 1-MB transfe.rs every minqte_for 5 h. Their dataset includes_ 1, ..., H. The capacity of link is C;. We consider a sta-
49000 connections in 145 distinct paths. They found out th@nary (i.e., time invariant) and fluid model for the cross traffic
the throughputchange-free regionsi.e., the time periods in i, the path. So, if the avail-bw at linkis 4;, the utilization is
which the throughput time series can be modeled as a stationary (¢, — 4;)/c; and there are; C; T bytes of cross traffic
process, often last for more than an hour. Also, the throughpy¥iparting from and arriving at linkin any interval of length
stays in a range with peak-to-peak variation of a factor of thrée o|so, assume that the links follow the first-come—first-served
for several hours. An important point is that these previoys,eyeing disciplineand that they are adequately buffered to
works did not correlate the variability of avail-bw with theayoid losses. We ignore any propagation or fixed delays in the
operating conditions in the underlying paths. We attempt sughth, as they do not affect the delay variation between packets.

an approach in Section V1. _ “The avail-bw A in the path is determined by the tight link
To characterize the ability of a path to transfer large files usingc {1, ..., H} with

TCP, the IETF recommends the bulk transfer capacity (BTC) S

metric [22]. The BTC of a path in a certain time period is the Ay = HllinH A; = ‘HllinH Ci(1 —u;) = A. (4)

throughput of a persistent (or “bulk”) TCP transfer through that

path, when the transfer is only limited by the network resourcesSuppose thaSAD sends a periodic stream &f packets

and not by buffer or other limitations at the end-systems. The RCV at a rateR, starting at an arbitrary time instant. The

BTC can be measured wilfreno[21] or cap[1]. Itisimportant packet size id. bytes, and so packets are sent with a period of

to distinguish between the avail-bw and the BTC of a path. The = L/R, time units. The one-way delay (OWD)* from

former gives the total spare capacity in the path, independehtD to RCV of packetk is

of which transport protocol attempts to capture it. The latter, . .

on the other hand, depends on TCP’s congestion control, and Dh— Z <£ N i) B Z <£ N d’?) (5)

it is the maximum throughput that a single and persistent TCP o c;, C;) c;,

connection can get. Parallel persistent connections, or a large

number of short TCP connections (“mice”), can obtain an agrereq” is the queue size at linkupon the arrival of packeit

gregate throughput that is higher than the BTC. The relation lig¥ does not include packé), andd* = ¢¥/C; is the queueing

tween BTC and avail-bw is investigated in Section VII. delay of packet: at link i. The OWD difference between two
Finally, several congestion control algorithms, such as thos@ccessive packetsandk + 1 is

proposed in [3], [5], [13], and [24], infer that the path is con-

gested (or that there is no avail-bw) when the round-trip delays

in the path start increasing. This is similar to the basic idea of

our estimation methodology: the one-way delays of a periodic

packet stream are expected to show an increasing trend Wher\/@h@reAqf = ¢ — ¢F, andAdF = Agh/C.

stream’s rate is higher than the avail-bw. The major differencewe can now show that ifz, > A, then theK packets of

between SLoPS and those proposals is that we use the relagiiperiodic stream will arrive &&CV with increasing OWDs,

between the probing rate and the observed delay variationsygjle if R, < A the stream packets will encounter equal OWDs.

develop an elaborate avail-bw measurement algorithm, rathgy;g property is stated next and proved in the Appendix.
than a congestion control algorithm. Also, SLoPS is based onprgposition 1:If R, > A, then AD* > 0 for

=1 i=1

kE — pk+1 k < Aqq{c 2 k
AD"* = D¢ — Dk = o =Y Ad] (6)
i=1 ' i=1

periodic rate-controlled streams, rather than window-controlied — | x — 1. Else, if Ry < A, AD* = 0 for
transmissions, allowing us to compare a certain rate with the— 1 g _ 1. B
avail-bw more reliably. One may think that the avail-bwt can be computed directly

from the rate at which the stream arrivesREV. This is the

ll. SELF-LOADING PERIODIC STREAMS approach followed in packet train dispersion techniques. The

In this section, we describe the SLoPS measurement methaﬁtﬂcl,'en';f q‘ﬁgé’setr;f;?’tvhgrpfjg}ﬁgzchku;gzggthf)tgﬁs can monitor the se-

ology. A periodic stream in SLoPS consistsfofackets of S_ize 2If there are more than one links with avail-biy the tight link is the first of
L, sent to the path at a constant rdtelf the stream ratd? is  them, without loss of generality.
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following result, however, shows that, in a general path config- [ 7 T~ T T T T T

uration, this would be possible only if the capacity and avail-bw
of all links (except the avail-bw of the tight link) awe priori
known.
Proposition 2: The rateR g of the packet stream &CV is a
function, in the general case, 6f andA; foralli =1, ..., H.
This result follows from the proof in the Appendix [apply
recursively (19) untii = H].

Stream rate R > Avail-bw A

o~
o

) L
L R
[N

T

Relative OWD (msec)

B. lterative Algorithm to Measurd

Based on Proposition 1, we can construct an iterative algo-
rithm for the end-to-end measurementhfSuppose that D i ]
sends a periodic streamwith rate R(n). The receiver analyzes O 705090100
the OWD variations of the stream, based on Proposition 1, to de- Packet #
termine whetheR(n) > A or not. Then;RCV notifiesSND
about the relation betweeR(n) and A. If R(n) > A, SN'D

Fig. 1. OWD variations for a periodic stream wh&n> A.

sends the next periodic strears- 1 with rateR(n+1) < R(n). e e e o
Otherwise, the rate of strean- 1 is R(n + 1) > R(n). I
Specifically, R(n + 1) can be computed as follows: I Stream rate R < Avail-bw A

i~
T
|

If R(n) > A, R™* = R(n)
If R(n) <A,  R™" = R(n)
R(n+1) = (R™> + R™")/2. ©)

I
(an pm
1

(o]
T
|

R™in and R™> are lower and upper bounds for the avail-bw
after streamn, respectively. Initially, R™* = (0 and R™2*
can be set to a sufficiently high valugy** > A.3 The al-
gorithm terminates wheR™2* — R™i® < ), wherew is the
user-specified estimation resolution. If the avail-Avdoes not oL¥ e A Y APUIE . WP T ¥ W
vary with time, the previous algorithm will converge toarange ~ ° !0 20 30 40, 20 €070 §0 %0100
[R™in | Rmax] that includesA after [log, ( RF** /w)] streams.

Relative OWD (msec)

Fig. 2. OWD variations for a periodic stream wh&n< A.

C. SLoPS With Real Cross Traffic

We have assumed so far that the avail-big constant during ] A A AL AR AR AL AL MR

the measurement process. In reality, the avail-bw may vary be: r ] “
cause of two reasons. First, the avail-bw procdsét) of (3) > Stream rate R = Avail-bw A r
may be nonstationary, and so its expected value may also b g
a function of time. Even ifA7(¢) is stationary, however, the
processA” can have a significant statistical variability around
its (constant) mea#’[A"], and to make things worse, this vari-
ability may extend over a wide range of timescatesiow can
we refine SLoPS to deal with the dynamic nature of the avail-bw
process? L i

To gain some insight into this issue, Figs. 1-3 showthe OWD %[ o ]
variations in three periodic streams that crossed a 12-hop patl N, o B s TP T
from Univ-Oregon to Univ-Delaware. All three streams have %" 10" 20 30 40 30 60 70 80 90 100
K = 100 packets witl’ = 100 us. The 5-min average avail-bw Packet #
in the path during these measurements was about 74 Mb/s,
cording to the MRTG utilization graph of the tight link. In Fig. 1,
the _stream ra_te i = 96 MDIs, i.e., higher than the I(_)ng-termﬁ st packet. On the other hand, the stream of Fig. 2 has a rate
avail-bw. Notice that the OWDs between successive pack%s_ 37 Mb/s. i.e. lower than the lona- "

= , l.e., g-term avail-bw. Even

are not strictly increasing, as one would expect from Pmpo.ﬁ'{ough there are short-term intervals in which we observe in-

tion 1, but overall, the stream OWDs have a clearly increasmg . . . . X
trend. This is shown both by the fact that most packets haye o9 OWD.S’ there is plee}rly not an increasing trend in the
i am. The third stream, in Fig. 3, has a fdte- 82 Mb/s. The

a higher OWD than their predecessors, and because the Os ream does not show an increasing trend in the first half, in-

of the last packet is about 4 ms larger than the OWD of tr(]JFTcating that the avail-bw during that interval is higher than

3A better way to initializeR™=* is described in [12]. The situation changes dramatically, however, after roughly the

LI B L B

Relative OWD (msec

.

%’3. OWD variations for a periodic stream wh&n< A.
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60th packet. In that second half of the stream there is a clear ii-controls the stream duratioi = KT, which is related

creasing trend, showing that the avail-bw decreases to less ttamithe averaging timescale (see Section VI-C). A largek

R. (longer stream) increasesand, thus, reduces the variability in
The previous example motivates two important refinementise measured avail-bw. Ipathload the default value foiK is

in the SLoPS methodology. First, instead of analyzing the OWIDO packets.

variations of a stream, expecting one of the two cases of Propobetecting an Increasing OWD TrendSuppose that the

sition 1 to be strictly true for every pair of packets, we shoulftelative) OWDs of a particular stream af¥, D?, ..., D¥.

instead watch for the presence of an overall increasing treAd a preprocessing step, we partition these measurements into

during the entire stream. Second, we have to accept the po¥si= /K groups of[’ consecutive OWDs. Then, we compute

bility that the avail-bw may vary around rateduring a probing the median OWDD* of each groupPathload analyzes the

stream. In that case, there is no strict ordering betweemd set{f)’“, k =1, ..., T}, which is more robust to outliers and

A and, thus, a third possibility comes up, which we refer to asrors.

the “grey region” (denoted ak < A). The next section givesa We use two complementary statistics to check if a stream

concrete specification of these two refinements, as implemengtbws an increasing trend. The pairwise comparison test (PCT)

in pathload metric of a stream is

> 1(D+ > DY)

Spor = 222 T 1 8

IV. MEASUREMENT TOOL: PATHLOAD

We implemented SLoPS in a tool callpdthload Pathload

together with its experimental verification, is described in detaifhere(X) is one if X" holds, and zero otherwise. PCT mea-
in [12]. In this section, we provide a description of the tool’sures the fraction of consecutive OWD pairs that are increasing,

salient features. and so0 < Spcr < 1. If the OWDs are independent, the ex-

Pathloadconsists of a procesSA/D running at the sender pected value ofpct is 0.5. If there is a strong increasing trend,
and a proces&CY running at the receiver. The stream packetgpct approaches one.
use UDP, while a TCP connection between the two end pointsThe pairwise difference test (PDT) metric of a stream is
controls the measurements. R R

Clock and Timing IssuesSN'D timestamps each packet ___D'-D )
upon its transmission. SBCY can measure the relative OWD '
DF of packetk that differs from the actual OWD by a certain
offset. This offset is due to the nonsynchronized clocks of the
end-hosts. Since we are only interested in OWD differencE®T quantifies how strong is the start-to-end OWD variation,
though, a constant offset in the measured OWDs does not affiesthtive to the OWD absolute variations during the stream. Note
the analysis. Clock skew can be a potential problem (and thehat —1 < Sppr < 1. If the OWDs are independent, the ex-
are algorithms to remove its effects) but notpathload The pected value ofSppr is zero. If there is a strong increasing
reason is that each stream lasts for only a few milliseconttend, Sppr approaches one.
(Section 1V), and so the skew during a stream is in the orderThere are cases in which one of the two metrics is better than
of nanoseconds, much less than the OWD variations dueth@ other in detecting an increasing trend [12]. Consequently,
queueing. if either the PCT or PDT metrics shows an increasing trend,

Stream ParametersA stream consists ok packets of size pathloadcharacterizes the streamtgipe | i.e., increasing. Oth-
L sent at a constant rate. R is adjusted at runtime for eacherwise, the stream is considered tdyjee N i.e., nonincreasing.
stream, as described in Section IV. The packet interspatiisg In the current release giathload the PCT metric shows an in-
normally set tdl},in, Which is based on the minimum possiblereasing trend iSpct > 0.55, while the PDT shows increasing
period that the end hosts can achieve. The receiver measuresd if Sppt > 0.4. The effect of the PCT and PDT thresholds
the interspacing” with which the packets left the sender, using0.55 and 0.4, respectively) on tpathloadaccuracy is shown
the SA'D timestamps, to detect context switches and other ratethe next section.
deviations [12]. Fleets of Streams: Pathloadoesnot determine whether

Given R and T, the packet size is computed As= RT. R > A based on a single stream. Instead, it sendlset of
L, however, has to be smaller than the path MT** (to N streams, so that it samples whethier- A N successive
avoid fragmentation), and larger than a minimum possible sitimes. All streams in a fleet have the same té&each stream
L™in = 200 B. The reason for thé&,™* constraint is to re- is sent only when the previous stream has been acknowledged,
duce the effect of layer-2 headers on the stream rate [26].tdf avoid a backlog of streams in the path. So, there is always
R < L™ /T, the interspacing’ is increased td.™"/R. an idle intervalA between streams, which is larger than the
The maximum rate thgpathloadcan generate, and thus theound-trip time (RTT) of the path. The duration of a fleet
maximum avail-bw that it can measure [i8** / Ty,ip. isU = N(V+A) = N(KT + A). GivenV andA, N

The stream lengtk is chosen based on two constraints. Firstletermines the fleet duration, which is related to pla¢hload
a stream should be relatively short, so that it does not causeasurement latency. The default value #ris 12 streams.
large queues and potential losses in the path routers. Secdritg effect ofV is discussed in Section VI-D.
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The averag@athloadrate during a fleet of rat& is o o =S
o o
Link 1 /  Link (H+1)/2 / Link H
NKL 1 (nontight link) ) g Eliglu link) // (/nmx—lxglemI:)
= . €D T N W7o e e TE o 70
N(V +A) 1+ 2 (o) /Ll\\JJ /(\J /1\ EufmCoer
In order to limit the averagpathloadrate to less than 10% of O O O (;' ;,S o) ﬁvsj
. . Traffic Sources raffic Sources ‘raffic Sources
R, the current version gbathloadsets the interstream latency
to A = max{RTT, 9 V}. Fig. 4. Simulation topology.

If a stream encounters excessive losse$(%), or if more
than a number of streams within a fleet encounter moderate].he tool eventually reports the rang@min, Rmax]
losses £3%), the entire fleet is aborted and the rate of the neXtMeasurement LatencySincepathloadis Based c.m an iter-

flegtr;s d;gr?:;el?'a':; rrrgo;?agteiltt;l?’;etiu[alzz\;'streams in a ative algorithm, it is hard to predict how long a measurement
fleet a)r/e of%ypé I, the er?tire fleet shows an increasing trend aW(IJII take. For the default tool parameters, and for a path with

. ’ . . ~ 100 Mb/s andA = 100 ms, the tool needs less than 15 s
we |_nfer that the ﬂ(_eet rate is larger than the avail-iw A). to produce a final estimate. The measurement latency increases
Similarly, if a fraction f of the N streams are of type N, the s the absolute magnitude of the avail-bw and/or the width of

fleet does not show an increasing trend and we infer that L . :
fleet rate is smaller than the avaiI?b\R  A). It can happen grey region increases, and it also depends on the resolution
: ppen, parameters, andy.

though, that less tha®V x f streams are of type I, and also
that less thanV x f streams are of type N. In that case, some
streams “sampled” the path when the avail-bw was less than
R (type 1), and some others when it was more thartype The objective of this section is to evaluate the accuracy of
N). We say, then, that the fleet rafe is in the grey region pathloadwith both NS simulations and experiments over real
of the avail-bw, and writeR < A. The interpretation that we Internet paths.
give to the grey region is that wheR > A, the avail-bw
processA™(t) during that fleet varied above and below rat@. Simulation Results
R, causing some streams to be of type | and some others t
be of type N. The averaging timescalehere is related to the
stream duratior. We discuss the effect gf on thepathload
outcome in the next section.

Rate Adjustment AlgorithmAfter a fleetn of rate R(n) is

V. VERIFICATION

Yhe following simulations evaluate the accuracyathload
in a controlled and reproducible environment under various
load conditions and path configurations. Specifically, we
implemented thgathloadsender SAD) and receiverRCV)

: in application-layer NS modules. The functionality of these
over, pathloaddetermines whetheR(n) > A, R(n) < A, qiles is identical as in the originglathload with the

or R(n) < A. The |terat|v¢ algquthm Fhat determ'lnes the ratcheption of some features that are not required in a simulator
R(n + 1) of the next fleet is quite similar to the bmary—searcli

. : such as the detection of context switches).
approach of (7). However, there are two important difference )

. . " In the following, we simulate thél-hop topology of Fig. 4.
F_|rst, toget'her with the upper and 'OV.Ver _bounds for th?he pathloadpackets enter the path in hop 1 and exit at hop
avail-bw R™2* and R™™", pathloadalso maintains upper and

. . H. The hop in the middle of th h is the tight link, i
lower bounds for the grey region, namely™** and G™™. e hop in the middle of the path is the tight link, and it

. . has capacityC’;, avail-bw A;, and utilizationu;. We refer to
When R(n) >a A, one of these bounds is updated dependlqge rest of the links asontight and consider the case where
on whetherG™** < R(n) < R™ (update G™**), or

min in in ; they all have the same capacdy,;, avail-bw A,,,, and utiliza-
g g fwtl) d> Rt th(utpda_tethh ) If ? ngrey relg|_on Eas not tionu,,;. Cross-traffic is generated at each link from ten random
een detected up to that point, the nex '(e+ )isc OS€N,  sources that, unless specified otherwise, generate Pareto interar-
as in (7), halfway betwee®™" and R™>*. If a grey region

has b detect 1) is set halfway betweerma rivals witha = 1.9. The cross-traffic packet sizes are distributed
as been detectedi(n + 1) is set halfway betweed™™ o ¢005: 409 are 40 B, 50% are 550 B, and 10% are 1500 B.
and R™** when R(n) = G™**, or halfway betweerG™™

min  min : The end-to-end propagation delay in the path is 50 ms, and the
andR_ V\_/henR_(n) - G . ._Th_e complete_ rat_e ad_JUStmemIinks are sufficiently buffered to avoid packet losses. Another
algorithm, including the initialization steps, is given in [12] Iﬁ ortant factor is the relative magnitude of the avail-bw in the

is important to note that this binary-search approach Succe‘ﬁr&%tight linksA.,, and in the tight linkd,. To quantify this, we
in converging to the avail-bw, as long as the avail-bw variatio o ’ '

range is strictly included in théR™i® R™2*] range. The Hefine thepath tightness factoas
experimental and simulation results of the next section show A
that this is the case generally, with the exception of paths that p= A, > 1. (10)
include several tight links.

The second difference is thpathloadterminates not only Unless specified otherwise, the default parameters in the fol-
when the avail-bw has been estimated within a certain resolutiowing simulations ardf = 5 hops,C; = 10 Mb/s, 8 = 5,
w (i.e., R™a* — RMin < ), but also wherR™a* — GMaX <y 4y = u, = 60%, f = 0.7, while the PCT threshold is 0.55 and
andG™in — Rmin <+ j.e., when both avail-bw boundaries arehe PDT threshold is 0.4.
within x from the corresponding grey-region boundaries. The Fig. 5 examines the accuracy péathloadin four tight link
parametely is referred to as grey-region resolution. utilization values, ranging from light load.{ = 30%) to heavy
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Effect of utilization at tight link on pathload accuracy ]g,ffect of utilization at non-tight links on pathload accuracy
10 | T T T 107 ! \ | \
2 o Y =T30% — Pareto interarrivals (.= 1.5)]| ] ’é: o — H=3 hops. 1
) sk * Actual avail-bw i —2‘3 8- * Actual avail-bw ||
2 i - Exponential interarrivals . < - H="7hops 1
o T * 7 & T ]
g L L u=60% ] S o u,=30% u=60% u=75% u=90%
= - n = r T T T T
o : i s 5 N
gr L u=75% A : | % |
< 4+ *1 - = 4r *3 *T *i *i —
S ! | =¥
o 3 s | u=90% | v 3 | : i §
50 L wl < o L i
& 3 : ] 5 o2F i
s 2 i : >
> i + L .
< 1} *! ] < i
B i | 1 | |
e L T
Experiment # Experiment #
Fig.5. Simulation results for different traffic types and tight link loads, 9 8- Simulation resuits for different nontight link loads.

Effect of path tightness factor on pathload accuracy

load (u: = 90%). We also consider two cross-traffic models: ex- 107 n | \ | ]
ponential interarrivals and Pareto interarrivals with infinite vari- - 9 — H=3hops T
ance ¢ = 1.5). For each utilization and traffic model, we run & sk * Actual avail-bw|
pathload50 times to measure the avail-bw in the path. After 2 L -~ H=7hops ]
each run, the tool reports a rang@™®, R™x] in which the éﬂa B=1 B=15 B=2 B=10 1
avail-bw varies. Theathloadrange that we show in Fig. 5re- & °[ - T _ T ]
sults from averaging the 50 lower boun@®™ and the 50 upper 'c'g s+ - ; =
boundsk™*, The coefficient of variation for the 50 samples of % al « | b 1 i
R™™* and k™ in the following simulations was typically be- & . 1 7 ' ]
tween 0.10 and 0.30. & L ! i - - 1
The main observation in Fig. 5 is that pathload produces a § r = ]
range that includes the average avail-bw in the path, in both< 1 ]
light and heavy load conditions at the tight link. This is true with ol ‘1 '2 '3 4';
both the smooth interarrivals of Poisson traffic, and with the in- Experiment #

finite-variance Pareto model. For instance, when the avail-bw

is 4 Mb/s, the averagpathloadrange in the case of Pareto in-Fig. 7. Simulation results for different path tightness factérs

terarrivals is from 2.4 to 5.6 Mb/s. It is also important to note

that the center of thpathloadrange is relatively close to the av-of pathloadstreams, but they do not affect the OWD trend that

erage avail-bw. In Fig. 5, the maximum deviation between th&formed when the stream goes through the tight link.

average avail-bw and the center of {pethloadrange is when  Let us now examine whether the accuracypathloadde-

the former is 1 Mb/s and the latter is 1.5 Mb/s. pends on the path tightness factérFig. 7 shows 50-sample
The next issue is whether the accuracyathloaddepends averagepathloadranges for four different values @f and for

on the number and load of the nontight links. Fig. 6 shows, &so different path lengthgZ. As previously,C; = 10 Mb/s,

in the previous paragraph, 50-sample avenaaghloadranges u; = 60%, and so the average avail-bwAs = 4 Mb/s. Note

for four different utilization pointsu,,; at the nontight links, that when the path tightness factords= 1, all H links have

and for two different path length&. SinceC; = 10 Mb/s the same avail-bwi,,; = A; = 4 Mb/s, meaning that they are

andu; = 60%, the end-to-end avail-bw in these simulations iall tight links. The main observation in Fig. 7 is thadthload

4 Mb/s. The path tightness factor(is= 5, and so the avail-bw succeeds in estimating a range that includes the actual avail-bw

in the nontight links is4,,; = 20 Mb/s. So, even when there iswhen there is only one tight link in the path, but it underesti-

significant load and queueing at the nontight links (which is thmates the avail-bw when there are multiple tight links.

case whenu,,; = 90%), the end-to-end avail-bw is quite lower To understand the nature of this problem, note that an un-

than the avail-bw in thé/ — 1 nontight links. derestimation occurs wheR™** is set to a fleet ratd?, even
The main observation in Fig. 6 is thpathloadestimates a thoughR is less than the avail-bw;. Recall thapathloadsets

range that includes the actual avail-bw in all cases, indepdhe state variablé&™** to a rateR when more tharf = 70%

dent of the number of nontight links or of their load. Alsopf a fleet's streams have an increasing delay trend. A stream of

the center of thgathloadrange is within 10% of the averagerate R, however, can get an increasing delay trend at any link of

avail-bw A;. So, when the end-to-end avail-bw is mostly limthe path in which the avail-bw during the stream is less tRan

ited by a single linkpathloadis able to estimate accurately theAdditionally, after a stream gets an increasing delay trend it is

avail-bw in a multihop path even when there are several othamlikely that it will loose that trend later in the path. Consider a

queueing points. The nontight links introduce noise in the OWpath with H; tight links, all of them having an average avail-bw
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Fig. 8. Simulation results for different values of fractifn Fig. 9. Simulation results for different values of the PDT threshold.
A,. Suppose thap is the probability that a stream of rafe 100 , U-Gregon o U_De,laware
will get an increasing delay trend at a tight link, even though
R < A;. Assuming that the avail-bw variations at different links T
are independent, the probability that the stream will have anin- @ %0 | i "
creasing delay trend aftéf; tight links is1 — (1 — p)#¢, which 5; T © ; i
increases very quickly witti/,. This explains why the under- £ 8 ‘: . ¢ I 3
estimation error in Fig. 7 appears whgris close to one (i.e., 2 o w7 ; f T M T
H; > 1), and why it is more significant witli, = 7 rather than § T -1l T -
with three hops. o 70
Finally, we examine the effect of and of the PCT/PDT g — I
thresholds on thpathloadresults. Z el " ':,ARTG measurement
. . | © Pathload measurement
Fig. 8 shows the effect of on thepathloadestimates. The *’ -
reportedpathloadrange, here, is a result of a singlathload
run. In these simulations}; = 50 Mb/s, u; = u,; = 60%, 0 T . 3 4 5 8 7 8 9 10 11 12 13
and so the average avail-bw in the pathdis= 20 Mb/s. Note Measurement #

thatas f increases, the width of the grey region, and hence the o _
. . . . Fig. 10. \Verification experiment.
range of the estimated avail-bw, increases as Wiéie reason is

that, for a givenR andA, a higherf means that a larger fraction . . . .
of streams must be of type | wheh > A (or of type N when tional experimental results, and information about the use of
MRTG in the verification ofpathload see [12].

R A) in order to correctly characterize the entire fleet as : ; .
< 4) y In the experiments of Fig. 10, the resolution parameters were

increasing (or nonincreasing whéh< A). o h :

Fig. 9 shows the effect of the PDT threshold on plaghload %r;slhg/llgfv?:rixos 1656M2£1$ci \(’)Vg'lerg sar(]e?:tticgl PCT and PDT
estimates. The simulation parameters are as in Fig. 8, but hers\n MRTG readin' i's ’a 5-miﬁ :averg o avzi?l—bﬁathload
we use only the PDT metric to detect increasing delay trend 9 9

Note thatpathloadunderestimates the avail-bw when the PD owever, takes about 10-30 s to produce an estimate. To

threshold is too small~ 0), and it overestimates the avail-pw-ompare these short-terpathloadestimates with the MRTG

when the PDT threshold is too large (). To understand why, average, we rurpathload consecutively for 5 min. Suppose

recall that a stream is characterized as typeddf,r is larger that in a 5-min (300-s) interval we ruysathload}V’ times, and

than the PDT threshold. A small PDT threshold means that{hifigu%mﬁ??djorlqi sec;?)ds_,l_r:ng_rrt:]ri]g :Cefggg_g\\llvaﬂ?&%e

stream can be marked as type | eveRik A. Similarly, with ’ ) . .
a large PDT threshold, a stream can be marked as type N e\f(\a/é?gt ng r;ggt hzrgaiopg'%hloadls the following weighted
if R > A. The PCT threshold has a similar effect on the acc>©' 29 (™ + B /2

racy of pathload we do not include those results due to space £ w g RWin 4 Rmax 1
constraints. = 2 300 —— ) (11)
B. Experimental Results Fig. 10 shows the MRTG angathload results for twelve

We have also verifiegathloadexperimentally, comparing its independent runs in a path from a Univ-Oregon host to a
output with the avail-bw shown in the MRTG [25] graph of théJniv-Delaware hostAn interesting point about this path is that
not very accurate, itwas th(_a only way in which we could eva]— 4More information about the location of the measurements hosts and the un-
uate pathloadin real and wide-area Internet paths. For adderlying routes is given in [12].
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155-Mb/s POS OC-3 link, while the latter is a 100-Mb/s Fast U-Delaware to U-Crete, N=10, K=100
Ethernet interface. The MRTG readings are given as 6-Mb/s o5 | g ' g T
ranges, due to the limited resolution of the graphs. Note that
the pathloadestimate falls within the MRTG range in ten out
of the twelve runs, while the deviations are marginal in the two é Br

= 65
other runs. -
° 55+

85—

L @0 u=20-30%
LA w-@ u=40-50%| |
d &5 u=75-85%

k=
< 45
VI. AVAILABLE BANDWIDTH DYNAMICS o

B 35 a2

In this section, we uspathloadto evaluate the variability of ® sk @ ,,A -
the avail-bw in different timescales and operating conditions. !
Given that our experiments are limited to a few paths, we do ;
not attempt to make quantitative statements about the avail-bw L. iy S g |
variability in the Internet. Instead, our objective is to show the = U Relugive variation
relative effect of certain operational factors on the variability of
the avail-bw. Fig. 11. Variability of avail-bw in different load conditions.

In the following experimentsy = 1 Mb/s andy = 1.5 Mb/s.
Note that because < y, pathloadterminates due to the con- N=10, K=100, u=60-70%
straint only if there is no grey region; otherwise, it exits due to B A R A e o A A AR RB R REELE
thex constraint. So, the final rang&™™, R™*] thatpathload

15 o A -

reports is either at most 1 Mb/s wide, indicating that there 8 I,d'x * ]
is no grey region, or it overestimates the width of the grey re- 2 13 A ¢ 7
gion by at most 2. Thus,[R™", R™*] is within 2y (or w) of 2 65 g" . -

the range in which the avail-bw varied during that pathload run. §
To compare the variability of the avail-bw across different op- =

. . ) . 2 s . a-4UDel-UOregon(A)H
erating condlt!ons and paths, we define the following relative 335 a8 UDel-UoC (B)
variation metric: \2 , e UDel-UNIPI (C)

. V25 . _
Rmax _ pmin )
p= - . . (12) 15 . "
(Rmax + len)/2

v b b b b b by b Lo L a
0 02 04 06 08 1 12 14 16 18 2
Relative variation

In the following graphs, we plot the {5, 15, ., 95} percentiles
of p based on 11@athloadruns for each experiment.
Fig. 12. Variability of avail-bw in different paths.

A. Variability and Load Conditions

Fig. 11 shows the cumulative distribution function (CDF) of- Variability and Statistical Multiplexing
p for a path withC' = 12.4 Mb/s in three different utiliza-  In this experiment, we rupathloadin three different paths,
tion ranges of the tight linku = 20%-30%, 40%-50%, and (A), (B), and (C), when the tight link utilization was roughly the
75%—-85%. Notice that the variability of the avail-bw increasesame (around 65%) in all paths. The capacity of the tight link
significantly as the utilization of the tight link increases (i.e., is 155 Mb/s (A), 12.4 Mb/s (B), and 6.1 Mb/s (C). The tight
as the avail-bwA decreases). This observation is not a sulink in (A) connects the Oregon GigaPoP to the Abilene net-
prise. In Markovian queues, say, M |M]|1, the variance of work, the tight link in (B) connects a large university in Greece
the queueing delay is inversely proportional to the square of tfigniv-Crete) to a national network (GRnet), while the tight link
avail-bw. The fact that increasing load causes higher variability (C) connects a smaller university (Univ-Pireaus) to the same
was also observed for self-similar traffic in [19]. Returning tmational network. Based on these differences, it is reasonable
Fig. 11, the 75 percentile shows that when the avail-bw is aroutmlassume that the degree of statistical multiplexing, i.e., the
A = 9 Mb/s w = 20%—-30%), three quarters of the measurerumber of flows that simultaneously use the tight link, is highest
ments have a relative variatign< 0.25. In heavy-load condi- in path (A), and higherin (B) thanin (C). Fig. 12 shows the CDF
tions (w = 75%—-85%) on the other hand, whdn= 2—-3 Mb/s, of p in each path. If our assumption about the number of simul-
the same fraction of measurements give almost five times high@neous flows in the tight link of these paths is correct, we ob-
relative variation f < 1.3). serve that the variability of the avail-bw decreases significantly

We observed a similar trend in all the paths that we expeaas the degree of statistical multiplexing increases. Specifically,
imented with. For users, this suggests that a lightly loadéabking at the 75 percentile, the relative variationpis 0.4 in
network will not only provide more avail-bw, but also a morgpath (A), and it increases by almost a factor of tywo{ 0.74)
predictable and smooth throughput. This latter attribute iis path (B), and by almost a factor of three € 1.18) in path
even more important for some applications, such as stream{@). It should be noted, however, that there may be other differ-
audio/video. ences between the three paths that cause the observed variability
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U-Delaware to U-Crete, N=10, u=60-70% U-Oregon to U-Delaware, K=100, u=60-70%
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Fig. 13. Effect of/ on the variability of the avail-bw. Fig. 14. Effect ofV on the variability of the avail-bw.

differences; the degree of statistical multiplexing is simply oraf the avail-bw process during a longer time period. An addi-
plausible explanation. tional effect is that, a® increases, the variation of the width
For users, the previous measurements suggest that if they édp . — A7 . decreases. The reason is that the boundaljgs
choose between two networks that operate at about the samearnid A7, . tend to their expected values (assuming a stationary
lization, the network with the wider pipes, and thus with a highgrocess), as the duration of the measurement increases.
degree of statistical multiplexing, will offer them a more pre- The measurement perio® is related to the number of
dictable throughput. For network providers, on the other hargtreamsV in a fleet, and to the fleet duratidin = N(V + A).
it is better to aggregate traffic in a higher-capacity trunk than fas we increaseN, keepingV fixed, we expand the time
split traffic in multiple parallel links of lower capacity, if they window in which we examine the relation betweg&nand A,

want to reduce the avail-bw variability. and thus we increase the likelihood that the rRtsvill be in
the grey region of the avail-bwH 1 A). So, the grey region
C. Effect of the Stream Length at the end of thepathloadrun will be wider, causing a larger

SinceV = KT the st duratiol | ’ relative variationp. This effect is shown in Fig. 14 for three
I |tncteh _t ' | € st};(eavmv_thural 10 mcieases Proportion- 4 yes of N. Observe that as the fleet duration increases, the
ally o the stream lengtix . With a longer stream, we exam'r,]evariability in the measured avail-bw increases. Also, as the fleet

\t/vhgth?rR >hA over V\t/;]der t|r'ni§|<.:tale?.ﬂ;°\s me_rrt&:;d in the "Nuration increases, the variation across different pathload runs
roduction, however, the variability of the avail-bivdecreases j . oa5es causing a steeper CDF,

as the averaging timescale increases. So, the variability in the re-

lation betweer? and A, and thus the variability of theathload

measurements, is expected to decrease as the stream duration VII. TCP AND AVAILABLE BANDWIDTH
increases.

Fig. 13 shows the CDF qf for three different values ok in W(:hnex; fg}cu;}on thr? rt:lafclonshlp_bftvxieen Ltha\_/raC':Ig)W n
a path withC' = 12.4 Mb/s. During the measurement$,was a p‘? an‘th eb't ro_lljgl pu oda pte_.\r5|§ en d(or #h) f\:\)ln'
approximately 4.5 Mb/s. The stream duratinfor R = A, nection with arbitrarily large advertised window. 1here are two

L = 200 B, andT = 356 s is 18 ms fork = 50, 36 ms for guestions that we attempt to explore. First, can a bulk TCP con-

K = 100, and 180 ms fokK = 500. The major observation herenectlon measure the avail-bw in a path, and how accurate is

is that the variability of the avail-bw decreases significantly a‘c’SUCh an avai-bw measurement approach? Second, what hap

the stream duration increases, as expected. Specifically, wiEhS then to the rest of the traffic in the path, i.e., how intrusive
TCP-based avail-bw measurement?

S
V = 180 ms, 75% of the measurements produced a range thaf . .
is less than 2.0 Mb/s widep(< 0.45). WhenV = 18 ms, ﬁls well-known that the throughput of a TCP connection can

on the other hand, the corresponding maximum avail-bw ran@% Iimited .by a number of factors, including the receiver’s ad-
increases to 4.7 Mb/g (< 1.05). ertised window, total transfer size, RTT, buffer size at the path
routers, probability of random losses, and avail-bw in the for-
ward and reverse paths. In the following, we use the term bulk
D. Effect of the Fleet Length transfer capacity (BTC) connection (in relation to [22]) to indi-
Suppose that we measure the avail-bi(¢) in a time cate a TCP connection that is only limited by the network, and
interval (to, to + ©), with a certain averaging timescale not by end-host constraints.
(7 < ©). These measurements will produce a range of avail-bwLet us first describe the results of an experiment that mea-
values, say from a minimurd] ; to a maximumA] . . Ifwe sured the throughput of a BTC connection from Univ-loannina
keepr fixed and increase the measurement peéigdhe range (Greece) to Univ-Delaware. The TCP sender was a Sun OS 5.7
[AT.., AT ..] becomes wider because it tracks the boundaribsx, while the TCP receiver ran FreeBSD 4.3. The tight link in
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Uol (loannina) to UDel (Newark) the end hosts,shorter TCP connections should expect a signif-
S ‘ o RN ] icant variability in their throughput.
8 e ot ((2:2:::\\:3)) ] Second, there is a significant increase in the RTT measure-
o TCP throughput (1-sec avg) | ments during (B) and (D), from a “quiescent point” of 200 ms

~

to a high variability range between 200 and 370 ms. The in-
creased RTT measurements can be explained as follows: the
BTC connection increases its congestion window until a loss
occurs. A loss, however, does not occur until the queue of the
tight link overflowsé Thus, the queue size at the tight link in-
creases significantly during the BTC connection, causing the
large RTT measurements shown. To quantify the queue size in-
crease, note that the maximum RTT’s climb up to 370 ms, or
170 ms more than their quiescent point. The tight link has a ca-
pacity of 8.2 Mb/s, and so its queue size becomes occasionally

TCP throughput & avail-bw (Mbps)
N w L [6,] [¢)}

—_

%, 380 v — 1200 1500 atleast 170 kB larger during the BTC connection. The RTT jitter
Time (sec) is also significantly higher during (B) and (D), as the queue size
of the tight link varies between high and low occupancy due to
Fig. 15. Available bandwidth and BTC throughput. the “sawtooth” behavior of the BTC congestion window.

Third, the BTC connection gets an average throughput during
(B) and (D), that is about 20%—30% more than the avail-bw in
the surrounding intervals (A), (C), and (E). This indicates that
a BTC connection can get more bandwidth than what was pre-
viously available in the path, grabbing part of the throughput of

| ! other TCP connections. To see how this happens, note that the
300 l' “ M presence of the BTC connection during (B) and (D) increases
!

Uol (loannina) to UDel (Newark)
400 T T T

350 +

the RTT of all other TCP connections that go through the tight
1 link, because of a longer queue at that link. Additionally, the
BTC connection causes buffer overflows and, thus, potential
;lthUa losses to other TCP flowsThe increased RTTs and losses re-
W
(E)

il I
o il I s 1

W _® _© O

-

duce the throughput of other TCP flows, allowing the BTC con-

nection to get a larger share of the tight link than what was pre-

viously available.

‘ ‘ ‘ To summarize, a BTC connection measures more than the

0 300 600 900 1200 1500 avail-bw in the path, because it shares some of the previously

Time (sec) utilized bandwidth of other TCP connections, and it causes sig-

nificant increases in the delays and jitter at the tight link of its

path. This latter issue is crucial for real-time and streaming ap-

plications that may be active during the BTC connection.

the path had a capacity of 8.2 Mb/s. Consider a 25-min mea-

surement interval, partitioned in five consecutive 5-min inter- VIII. | S PATHLOAD INTRUSIVE?

vals .(A)_(E)' During (Bf) and (D), we.performed- a BTC €oN” An important question is whethg@athloadhas an intrusive

nection and measured its throughput in both 1-s intervals andpln T . S .
. o : ; ehavior, i.e., whether it causes significant decreases in the

the entire 5-min interval. During (A), (C), and (E), we did NOL ~il-bw. and increased delays or losses

perform a BTC connection. Throughout the 25-min interval, we ; )

also monitored the avail-bw in the path using MRTG data for Figs. 17 gnq 18 show the res_ults of a 25-m|n experlme_nt,
performed similarly as the experiment of Section VII. Specif-

each of the 5-min intervals. In parallel, we uggidg to mea- . . o
sure the RTT in the path at every second. Fig. 15 shows Rﬁ?”y’ pathloadruns during the 5-min intervals (B) and (D).

. e monitor the 5-min average avail-bw in the path using
throughput O.f the Mo BTC conn(a_ctlons, as well as the 5-m RTG (Fig. 17), and also perform RTT measurements in every
average avail-bw in the path, while Fig. 16 shows the corrg

<pondina RTT measurements 00 ms (Fig. 18). The RTT measurement period here is ten
P g . i : __times smaller than in Section VII, because we want to examine
We make three important observations from these figur

. . ! ; hether pathload causes increased delays or losses even in
First, the avail-bw during (B) and (D) is less than 0.5 Mb/s, al P . ! y vent

. : aller timescales than one second.
so for most practical purposes, the BTC connection manages to
saturate the path. Also note, however, that the BTC throughput
ShQWS hlgh Vanablllty when measur_ed ,m 1-s intervals, Oﬂenf’This will not be the case, however, in underbuffered links, or paths with
being as low as a few hundreds of kilobits per second. Cong&sgom losses [18].
quently, eventhough a bulk TCP connection that lasts for severaiassuming drop-tail queueing, which is the common practice today.
minutes should be able to saturate a path when not limited bywe did not observe, however, lossespirig packets.

RTT measurement (msec)

150

100

Fig. 16. RTT measurements during the experiment of Fig. 15.
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Uol (loannina) to AUTH (Thessaloniki) control, server selection and anycasting, and verification of
‘ " ‘ ' service level aggrements (SLAs). We have implemented SLoPS

in a tool calledpathload and showed through simulations and

Internet experiments thagtathloadis nonintrusive and that it

A T ® © o ® measures avail-bw accurately under various load conditions and

1 typical path configurations. We finally examined the variability
___________ of avail-bw in different paths and load conditions, as well as
the relationship between TCP throughput and avail-bw.

6

[=e= MRTG avail-bw (5-min avg)|

[&]
T
1

S
T

APPENDIX
PROOF OFPROPOSITION1

At the First Link

Case 1:Ry, > A;: Suppose that® is the arrival time of
00 500 600 e00 1200 1500 packetk in the queue. Over the interviaf, t* + 1), with 7' =
Time (sec) L/Ry, the link is constantly backlogged because the arriving
rate is higher than the capacitf{+u,C; = C1+(Ro— A1) >
C1). Over the same interval, the link receives- u, C1 T bytes
and service€’; T bytes. Thus

Agf = (L+uC\T) -~ CiT = (Ro— AT >0 (13)

Available bandwidth (Mbps)
n W
|
[]
|
[}
|
[}
|

-
T

Fig. 17. Available bandwidth measurements.

Uol (loannina) to AUTH (Thessaloniki)

-
~
(2]

150 f and so
— Ry— A
r_ 1to 1
2 105 Ad] = — T >0. (14)
5 100 | Packetk + 1 departs the first link\ time units after packet,
§ where
2 75 Ry— A
5 T A= d ) - (R df) =T+ T (15)
biili 1
E % “‘ | that is independent df. So, the packets of the stream depart the
o5 |- . e : , : first link with a constant ratd?;, where
(A) (B) (©) (D) (E)
Ry = L_ R G (16)
% 300 600 900 1200 1500 T 0C1+ (Ry — A7)
Time (sec) We refer to rateR; _; as theentry-ratein link 7, and toR; as the

exit-ratefrom link . Given thatR, > A; and thatC; > A, it
is easy to show that the exit-rate from link 1 is larger or equal

_ _ than A;8and lower than the entry-rate
The results of the experiment are summarized as follows. A, < Ry < Ro. 17)

First, the avail-bw during (B) and (D) does not show a mea- _ _ _

surable decrease compared to the intervals (A), (C), and (E)Case 2:Ry < A;: In this case, the arrival rate at the link

Second, the RTT measurements do not show any measurabliterval [th, t* + T) is Ry + w10y < Cy. So, packet: is

increase whemathloadruns. So,pathloaddoes not seem to serviced before packét+ 1 arrives at the queue. Thus

cause a persistent queue size increase, desp_|te the fact that it A¢F=0 Ad¥=0 R;=R,. (18)

often sends streams of higher rate than the avail-bw. The reasop . . .
nduction to Subsequent Linksthe results that were previ-

is that each stream is onllf = 100 packets, and a stream is ) A ) .
b P ly derived for the first link can be proved inductively for each

never sent before the previous has been acknowledged. We ?IEES h th S have the followi lationshio betw
note that none of thpathloadstreams encountered any losse In the path. 50, we have the following refationship between

in this experiment. None of thging packets was lost, either. the entry and exit rates of link

Fig. 18. RTT measurements during the experiment of Fig. 17.

C; .
IX. CONCLUSION R; = fimgs (Rim1 — Ai)’ i > A (19)
We described an original end-to-end available bandwidth Rivt, otherwise
measurement methodology, called SLoPS. The key idea YHh
SLoPS is that the one-way delays of a periodic stream show A, < Ri < Ry whenR;_; > A, (20)
increasing trend if the stream rate is greater than the avail-bw. e R - "
Such an end-to-end avail-bw measurement methodology @@bnsequently, the exit-rate from linkis
have numerous applications, such as tuning TCRRthresh Ri > min{Ri_1, A;) 1)

parameter, overlay networks and end-system multicast, rate
adaptation in streaming applications, end-to-end admissiofir, = A, when4, = C;.
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Also, the queueing delay difference between successive packeis]
at link 7 is

[16]
Ri—l - Az .
Adf: TT>07 if R,_1 > A; (22) [17]
0, otherwise. [18]
OWD Variations: If Ry > A, we can apply (20) recursively
fori = 1, ..., (t — 1) to show that the stream will arrive at [19)]

the tight link with a rateR; _; > A,_; > A;. Thus, based on
(22), Ad¥ > 0, and so the OWD difference between successiveho]
packets will be positiveAd* > 0.

On the other hand, iRy < A, thenRy < A; for every
link 7 (from the definition ofA). So, applying (21) recursively
from the first link to the last, we see th&t; < A; for: =
1, ..., H. Thus, (22) shows that the delay difference in eact?22]
link i is Ad¥ = 0, and so the OWD differences atei* = 0.

[21]

[23]
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