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Abstract
Testing software is considered to be one of the most crucial phases in software development life cycle. Software bug fixing requires a significant amount of time and effort. A rich body of recent research explored ways to predict bugs in software artifacts using machine learning based techniques. For a reliable and trustworthy prediction, it is crucial to also consider the explainability aspects of such machine learning models. In this paper, we show how the feature transformation techniques can significantly improve the prediction accuracy and build confidence in building bug prediction models. We propose a novel approach for improved bug prediction that first extracts the features, then finds a weighted transformation of these features using a genetic algorithm that best separates bugs from non-bugs when plotted in a low-dimensional space, and finally, trains the machine learning model using the transformed dataset. In our experiment with real-life bug datasets, the random forest and k-nearest neighbor classifier models that leveraged feature transformation showed 4.25% improvement in recall values on an average of over 8 software systems when compared to the models built on original data.

CCS Concepts: • Software and its engineering → Software testing and debugging; Maintaining software.

Keywords: software bug, machine learning, t-SNE, genetic algorithm

1 Introduction
The increasing complexity of today’s software artifacts has made the software development and maintenance more challenging than ever. To deliver a high quality software to the end-users and maintain it, developers invest much of their effort into various tasks such as feature upgrades, code refactoring, bug detection, bug fix, etc. In this paper, we investigate the area of bug detection. In the case of a bug, a software may deviate from its expected behavior in a way that may result into significant cost to the end users. To test and fix a bug, it can take up to 50-60% of the software development effort [37]. This indicates the significance of detecting bugs at the earlier level of software development. For this purpose, machine learning classifiers can come in handy to detect bugs effectively. But with the detection of the bugs, it is also important for the developers to visualize the bug data, learn the reasons for bug occurrence and the features which influenced the most in inducing any bugs in the software system. Therefore, visualization techniques can be an efficient solution for understanding the bug data and gather insights into the explainability of the machine learning models that predict such bugs.

Visualization is known to be an effective tool to understand patterns in large amount of information. In the field of software visualization, visualization algorithms and techniques can provide meaningful graphical representations for the code and data in a software artifact [16]. In particular, for the code clones and bugs, a well-designed visualization can provide more information regarding bug propagation, features associated with the bugs, and confidence into why some machine learning classifiers are working better than the others. A rich body of previously proposed approaches [29, 39, 40] for detecting bugs was based on applying different algorithms and classifiers to detect the bugs with a high accuracy. However, the machine learning classifiers are often treated as black box models, and model explainability has recently been a crucial issue to gain confidence on these models [36]. Thus with proper detection of bugs, we think, it is also necessary to visualize the separation of the buggy and non-buggy data so that we can gain confidence on the working of the prediction models. A meaningful question in this context is whether one can find a weighted transformation of the features that can well separate the bug and
non-bug data when they are visualized in a low-dimensional space (e.g., 2D scatter plot).

In software bug detection, machine learning classifiers have gained much popularity for their ability to predict bugs by learning from the code and features extracted from raw data repositories. A number of benchmark datasets are now available that include code blocks or commits, their features, and a label indicating whether a bug is present or not [14]. Researchers have noticed that some features in a dataset may be more distinguishing (than the rest) when predicting bugs. Therefore, it is natural to transform the features by weighting them with proper weights such that the bug data can be separated from the non-buggy ones in low-dimensional space. The hope is that such a proper weighting would also make the detection easier and increase the accuracy of the machine learning models. In this regard, we have used Genetic Algorithm (GA) in selecting the best weights to put on the feature values that will separate the bugs efficiently. Genetic Algorithm is considered to be an optimization algorithm that works by impersonating biological evolution [25]. It finds the best-fitted survivors by selecting the best individuals and performing crossover and mutations among them. Here we defined an individual to have a high fitness when the corresponding feature transformation is able to well-separate the bugs from the non-bugs. In our study, with the help of GA and low-dimensional embedding (t-SNE) based fitness, we designed a set of weights, used them to transform the data features, and applied machine learning classifiers thereafter to obtain better results.

1.1 Research Questions

In the light of the above discussion, in this paper we consider the following research questions.

RQ1: Do there exist data transformations that visually cluster and separate bugs from non-bugs in low-dimensional space? Does such data transformation help Machine Learning models to better detect the bugs in software artifacts?

Our study focuses on applying machine learning models to investigate whether the data transformation obtained from GA search actually helps the models to perform better while predicting bugs, and also serves the purpose of separating bug and non-bugs when the transformed data is visualized in a two-dimensional plot.

RQ2: Can a data transformation that visually cluster and separate bugs from non-bugs in low-dimensional space help build confidence in explaining model performance?

Here, we have investigated whether our visualization technique can give insights into why a machine learning model built on the transformed data would perform well over the ones built using the original data.

1.2 Steps to Solution

In this paper, we have used the BugHunter [13] and Jenkins [1] datasets for our study. Figure 1 illustrates the workflow of our approach.

Given the features of the commits in a dataset, we used a genetic algorithm to find a set of weights such that weighting the features and then embedding the commits into a low-dimensional space would separate the buggy commits from the non-buggy ones. At each iteration of GA, we have used a t-distributed stochastic neighbor embedding (t-SNE) [44] to compute such a low-dimensional embedding, i.e., t-SNE helps to visualize high dimensional data by giving each data point a location in a two or three-dimensional map. We computed the fitness of an individual (i.e., the quality of a low-dimensional embedding) using a support vector machine (SVM) classifier [47] that finds a hyper-plane that best separates the buggy commits from the non-buggy ones in the low-dimensional space.

The end result of the GA search is a set of weights that we multiply to the features to transform the data. We use four machine learning classifiers to evaluate whether the data transformation helps achieve better bug detection accuracy.

1.3 Contributions

We observed that weights computed using the genetic algorithm could transform data such that the buggy commits get well separated from the others when visualized in a scatter plot. Furthermore, the random forest and k-neighbors classifiers built on the transformed data achieved better classification accuracy than the one built on the original data. Specifically, the improvement in the recall value was sometimes up to 8% over 8 software systems (4.25% on an average). But the rest of the two machine learning classifiers did not show improvement on recall values when applied on the transformed data. In some cases, the classification accuracy...
is lower than the original data. For this reason, we have further changed the fitness value calculation for the genetic algorithm. This time, we have used each of the classifiers in the fitness function and evaluated them with the same classifier. We found that here is also some of the classifiers are performing better and others are not showing better prediction results. The code and sample data can be found in the shared github repository 1.

2 Related Research

In this section, we review the role of machine learning models in bug detection, the research related to software bug visualization, and the literature on dimensionality reduction and explainability of learning models.

2.1 Machine Learning Approaches to Software Bugs

Many machine learning based approaches have been designed to detect software bugs over the past decades [19, 34, 35, 42]. A recent study by Awni Hammouri et al. [19] presented a bug prediction model based on three supervised machine learning algorithms (Naive Bayes, Decision Tree and Artificial Neural Network), and observed a high accuracy rate in predicting the bugs. Miltiadis Allamanis et al. [4] addressed a new approach called BugLab, which is a self-supervised model for bug detection and fix. Their proposed approach first learns to detect bugs and repair them in code, and then it generates its own training data by creating buggy code for the detector to use, and the implementation showed an improvement of 30% than the baseline methods. Researchers have also attempted to tune the parameters of different machine learning algorithms. Aashish Gupta et al. [2] showed that tuning and changing the parameters of the existing XGBoost model can actually outperform state-of-art models. They used Logistic Regression, Decision Tree, Random Forest, Adaboost and XGBoost as their state-of-art models and applied them on four datasets. Neysiani et al. [38] conducted a comparative study between information retrieval (IR) based and machine learning based model to detect duplicate bug reports. Their study showed that ML based approaches achieved 40% better result than IR based approaches in validation performance.

2.2 Visual Analytics of Software Bugs

Visual analysis of software bugs is an active area of research and researchers are striving to find more suitable ways to relate the visualization techniques in understanding the bug entities. D’Ambros et al. [11] described the importance of visualization in analyzing the sheer data in a software artifact. Their paper focused on the bug life cycle, i.e., the information of a bug’s history and its traversal states. Later, they extracted data from Bugzilla and presented two visualization techniques focused on understanding bugs based on various granularity. Hora et al. [22] proposed a tool that can be used to retrieve information about software bugs from bug-tracking systems, link the extracted information to other systems and also to help explore interactive visualizations about bugs. They suggested that to tackle bug in legacy software complications, more information is needed about the software systems, and visual analysis can be of great help. In another study, Hammad et al. [18] discussed the importance of understanding and monitoring bug report status as it can change over time. Since the relationship between the developers and bug reports is often problematic, they were inspired to propose a visualization approach that can reveal various bug status reports and their alliance with the bug trackers or developers working on them. Yeasmin et al. [46] in their paper, explained the importance of a project manager’s struggle to be aware of all possible bug reports for a software’s current version. Therefore, they presented a new prototype that can help the developers to give feedback on a project’s bug report with the help of interactive visualization of the bug report’s important information by using topic analysis.

2.3 Dimensionality Reduction Approaches

Existing benchmarks for bug related datasets are often high-dimensional, i.e., a commit may contain about a hundred features [1]. While analyzing high-dimensional data, a common approach to to reduce the dimensionality and visualize it in a low-dimensional space for better interpretation. The PCA, MDA, t-SNE are some commonly used techniques for dimensionality reduction. Visualization of the data after transforming them using these techniques can significantly impact our understanding of the data, as well as they can often help build better machine learning models. Jonsson [23] examined that t-SNE rendering of a bug database can reveal meaningful structure in the dataset. Mondal et al. [33] used dimensionality reduction technique to create a geospatial map of the code clones that clusters related code fragments in clusters revealing the communities of the code clones. The use of t-SNE and PCA techniques are widespread also beyond software research, e.g., document analysis [12], image processing [31], bioinformatics [27], etc. We have also seen dimensionality reduction techniques to be combined with metaheuristic search approaches such as genetic algorithms in different areas of research. For example, Firoz Mahmud et al. [28] proposed an approach to recognize a face by combining PCA with a Genetic Algorithm in the Computer Vision area. PCA was applied to retrieve the features, and GA was used to find an optimal solution from the ample search space. Rahul Adhao et al. [3] combined PCA and GA in feature engineering to assist machine learning algorithms in providing efficient results. Their study showed that applying PCA

---

1https://github.com/cynthia247/Feature-Transformation-for-Improved-Bug-Detection-Model.git
before GA improved the model to have better accuracy with fewer features.

Although there exist several examples that combine dimensionality reduction and metaheuristic search to solve various research problems, we are not aware of any approach that augments genetic algorithm and t-SNE in the software bug detection research area.

3 Technical Background

In this section we review various algorithmic tools and techniques that we will use in our experiments.

3.1 t-SNE algorithms

One of the core components used in our approach is the t-distributed Stochastic Neighbor Embedding (t-SNE) [44]. This algorithm is based on the stochastic neighbor embedding (SNE) technique that embeds high-dimensional data into a low-dimensional space (two or three dimensions for visualization) by creating clusters putting similar datapoints close together. The t-SNE has two main stages. The first one consists of defining a probability distribution over pairs of high-dimensional objects, which is constructed in such a way that a higher probability is given to similar objects and a lower probability is assigned to dissimilar points. In the second part, a similar probability distribution is defined in the low-dimensional map over the points. Then the Kullback-Leibler divergence between the two distributions have been minimized by computing the gradients.

Formally, given a set of $N$ high-dimensional objects $x_1, \ldots, x_N$, t-SNE first calculates the probabilities $p_{ij}$ that is proportional to the similarity of objects $x_i$ and $x_j$, as follows. For $i \neq j$,

$$p_{ij} = \frac{\exp(-||x_i - x_j||^2/2\sigma^2)}{\sum_{k \neq i} \exp(-||x_i - x_k||^2/2\sigma^2)},$$

where $p_{ii} = 0$ and $\sum_j p_{ji} = 1$ for all $i$. $\sigma_i$ denotes the bandwidth of the Gaussian kernels which is set following that the perplexity of the conditional distribution is equal to a preset perplexity which uses the bisection method. So in denser parts of data space, smaller values of $\sigma_i$ are used.

The t-SNE focuses on learning a $d$-dimensional map $y_1, \ldots, y_N$ that considers the similarities $q_{ij}$, which is modeled by the similarities between two points in the low-dimensional map. For $i \neq j$,

$$q_{ij} = \frac{(1 + ||y_i - y_j||^2)^{-1}}{\sum_k \sum_{l \neq k} (1 + ||y_k - y_l||^2)^{-1}}.$$

The point locations $y_i$ are set by minimizing the Kullback-Leibler divergence of the distribution $P$ from the distribution $Q$, which is:

$$KL(P||Q) = \sum_{i \neq j} p_{ij} \log \frac{p_{ij}}{q_{ij}},$$

This minimization is done using gradient descent which results in reflecting the similarities between the high-dimensional points in the low-dimensional map.

The t-SNE has been used in various applications over the years, such as computer security research, cancer research, genomics, bioinformatics etc. The plots generated by t-SNE often display clusters, and the clusters are influenced by the parameters of t-SNE that the users choose. Hence understanding the parameters properly is necessary [5], where an interactive exploration can help choosing appropriate parameters.

3.2 Genetic Algorithms

Genetic algorithms [21] are considered as a type of optimization algorithm which is inspired by the theory of natural evolution introduced by Charles Darwin [30]. They are mainly used to produce better solutions to optimizations and search problems by mutation, crossover and selection techniques. Genetic algorithm focuses on the process of selecting the best-fitted individuals through natural selection. This aims to reproduce better offspring of the next generation. Natural selection starts with selecting the fittest individuals collected from a population. The main idea is to generate offspring that take the characteristics of the parents and add them to the next generation. The quality of the offspring gets better if the parents have better fitness. By repeating this process, in the end, a new generation can be found that has the fittest individuals. There are five stages in a genetic algorithm. Those are described below:

**Initial population** is a set of individuals which is identified by a set of parameters called genes. These genes are united together into a string to make a solution or chromosome. In our approach, each individual of the population is a set of weights. The fitness function aims to determine the fitness of an individual which shows the capability of an individual to complete compared to other individuals. Each individual receives a fitness score, and thus, this score is used in selecting the best individual for reproduction. Then, the selection phase consists of selecting the best-fitted individual and allows them to pass their genes to the next generation. Best on the fitness score, two pairs of parents are selected. After that, crossover plays an important role in genetic algorithms by creating offspring until a random crossover point is reached within the genes. The genes of the parents are exchanged, and the population gets new offspring. Lastly in Mutation, as the new offspring are formed, in some cases, the genes may require a mutation because of the low random probability. This is how diversity within the population can be maintained, and premature convergences can be prevented. At last, when the algorithm reaches a point where the population has converged by getting the best-fitted offspring.
3.3 Support Vector Machine (SVM)

Support vector machine [10] is one of the widely used machine learning tools for classification, regression, detection and feature reduction tasks. It mainly focuses on finding a hyperplane that separates two classes (or a set of hyperplanes for more classes). The plane is chosen such that it separates the two classes of data points by maximizing the distance from the two data clusters. The reason to maximize such a distance measure is that it provides some confidence that the future data can be classified more accurately. The data points which fall close to the hyperplane are called support vectors. Based on the position of the support vectors, the hyperplane position is changed so that it can maintain the highest possible distance between the data points of both classes.

3.4 Random Forest

Random forest [8] is a supervised learning algorithm, which depicts the idea of combining learning models so that it can perform better than a single model’s result. In particular, it combines multiple Decision Trees to achieve a more accurate prediction. This algorithm adds randomness in creating multiple decision trees from the dataset and combines them to make a final decision. But the depth of the tree can be controlled using max_depth variable, and the number of decision trees can be controlled by n_estimators. One advantage of using random forest is that this can be used to compute an importance score for each feature, and thus provides us with some insights into the features that are relevant to obtain an accurate prediction.

3.5 K Nearest Neighbors

In k-nearest neighbor [15], the main deciding factor is the number of neighbors that is k. This classifier is used in both regression and classification problem and for both of the cases, k closest training examples are considered as input and the output is dependent on the application of k-NN in classification or regression model. The algorithm takes the assumption of the similarity between the new data and the available data. When a new case or data comes, then the algorithm put the new data into that category which is the most similar one to the available categories.

3.6 Logistic Regression

Logistic Regression [6] is used for categorical dependent variable. The parameters of logistic regression mostly depends on the number of input features and the output is the categorical prediction. Like the linear regression, logistic regression does not fit a straight line to the data. Rather, it fits a S shaped curve which is called Sigmoid. The output is based on the estimated probability and it is used to indicate the confidence of the prediction value being the actual value when an input X is given. A threshold is set to predict the class of the data and this decision boundary can be linear or non-linear.

3.7 Naive Bayes

Naive Bayes [45] is a classification technique and it is based on the Bayes’ Theorem which assumes that a particular feature in a class is unrelated to any other features present in the data. Naive Bayes works fast in predicting the class of a dataset and it also performs well in multi-class prediction. In our study, we have used the Gaussian Naive Bayes. This is an extension of the naive Bayes and the Gaussian or Normal distribution is used here to estimate the distribution of the data. The mean and the standard deviation are calculated to estimate from the training data. The main problem with naive Bayes is that the algorithm depends on the assumption that the features of the data would be independent but in real life, independent features can be hardly found.

4 Our Approach (GA+t-SNE)

Our approach aims at finding the best-fitted weights for the features that can distinguish between bug and non-bug data when the transformed data (with weighted features) is plotted using t-SNE. The pseudocode of our approach is illustrated in Algorithm 2.

Note that the genetic algorithm finds the best-fitted solution by computing a fitness value to each individual in the population. The individual which gets the highest fitness is considered to be a better offspring for the next generation. In our approach, the fitness of an individual is computed with respect to a sample dataset. We choose a sample of the dataset (ranging between 5%-10% in random). To compute the fitness of an individual we first transformed the sample data using the weight vector of the individual. We then evaluated how well the transformed data separates the bugs from the non-bugs when plotted on a low-dimensional space as follows.

We used t-SNE to plot the transformed dataset into two dimensions. In fact, this gives us a two-dimensional scatter-plot. To calculate the fitness value, we used SVM to find a hyper-plane that best separates the bug and non-bug data. After applying the model, we computed the performance metric recall value, which is set to be the fitness value for the individual. Note that the SVM has been applied only to two-dimensional embedding obtained from the t-SNE plot. The population with high recall values were considered to take part in parents selection.

5 Experimental Design

In this section, we discuss the dataset and experimental setup.

5.1 Dataset Description

For our experiments, we have used Jenkins dataset (an open-source project [1]), and 7 other datasets (software systems).
Algorithm 1: Fitness_Calculation

**Input:** A population with \( m \) individuals and a random sample \( S \)

**Output:** A set of parents with high fitness

- \( \text{highest}\_\text{fitness} \leftarrow 0 \)
- \( \text{temporary}\_\text{fitness} \leftarrow \Phi \)

for \( i = 1, 2, \ldots, m \)

| \( S_i \leftarrow \text{transform } S \text{ using the } i\text{th individual or weight vector} \) |
| \( \text{tsne}\_\text{plot}_i \leftarrow \text{run TSNE on } S_i \) |
| \( \text{run SVM on } \text{tsne}\_\text{plot}_i \) |
| set the fitness of \( i\text{th individual} \) to be the SVM recall value and append this recall value to \( \text{temporary}\_\text{fitness} \) |

| if \( \text{highest}\_\text{fitness} \leq \text{max(temporary}\_\text{fitness)} \text{ then} |
| \( \text{highest}\_\text{fitness} \leftarrow \text{temporary}\_\text{fitness} \) |

end

parents \( \leftarrow \) random selection from best-fitted individuals

Algorithm 2: Genetic Algorithm

**Input:** A \( n \)-dimensional dataset \( D \)

**Output:** A set of \( n \) weights

- Initialize a population \( P \) with \( m \) individuals, each representing a random weight vector of length \( n \)
- \( S \leftarrow \) A 5-10\% random sample of \( D \)

for \( i = 1, 2, \ldots, \text{max}\_\text{iteration} \)

| parents \( \leftarrow \) Fitness_Calculation\((P, S)\) |
| offspring \( \leftarrow \) crossover(parents) |
| offspring \( \leftarrow \) mutation(offspring) |
| population \( \leftarrow \) parents \( \cup \) offspring |

end

return best fitted individual

---

selected from a collective dataset called BugHunter dataset [13]. Table 1 summarizes the data that we have used in our study.

5.1.1 BugHunter Dataset. This is an automatically created dataset containing code elements (files, classes, methods) and a wide variety of code metrics and bug information. This dataset includes buggy and fixed states of similar source code elements, which can be identified from the limited time-frame nevertheless the release version.

The dataset is comprised of 15 Java projects which are individually different. The dataset was created by connecting commits to bugs, analyzing the log, and identifying the bugs with the help of clues. To check the suitability of the dataset, authors have performed several filtering experiments on the raw dataset, and they are - Removal, Subtract, Single and GCF. Removal keeps the entries which are located in the class with larger cardinality, subtract reduces the entry number in the class which has larger cardinality, single filtering removes the entries of the class which has smaller cardinality and holding only one entry from the larger one and lastly, GCF divides the entry numbers of both classes by their greatest common factors [14]. It was found among the four filtering methods, Subtract filtering performed the best. Therefore, we decided to use the dataset obtained from Subtract filtering. We chose seven datasets with the highest number of Class entries. All of these datasets are high-dimensional, i.e., containing 98 features per data point.

5.1.2 Jenkins Dataset. Jenkins dataset was created from a project, named Jenkins which is a Java-based open-source project. Borg et al. [7] first extracted fixed bugs by implementing SSZ Algorithm [43] and connected those bugs to the respective bug fixing commit in the GitHub repository of Jenkins. The SSZ Algorithm used in the process found out the commits that have more impact in inducing the bugs. This dataset is a highly imbalanced one and this dataset has 44 features in total.

<table>
<thead>
<tr>
<th>Software Systems</th>
<th>Size</th>
<th>% of Bugs</th>
</tr>
</thead>
<tbody>
<tr>
<td>BoardleafCommerce</td>
<td>2957</td>
<td>48%</td>
</tr>
<tr>
<td>elasticsearch</td>
<td>21657</td>
<td>50%</td>
</tr>
<tr>
<td>neo4j</td>
<td>3701</td>
<td>43%</td>
</tr>
<tr>
<td>netty</td>
<td>5677</td>
<td>38%</td>
</tr>
<tr>
<td>orientdb</td>
<td>4134</td>
<td>44%</td>
</tr>
<tr>
<td>ceylon-ide-eclipse</td>
<td>1275</td>
<td>33%</td>
</tr>
<tr>
<td>MapDB</td>
<td>899</td>
<td>48%</td>
</tr>
<tr>
<td>Jenkins dataset</td>
<td>28923</td>
<td>16%</td>
</tr>
</tbody>
</table>

5.2 Dataset Preparation

There were three parts in dataset preparation. At first, the dataset contains both categorical and numerical attributes. So to implement our algorithm, we have mapped the categorical attributes into numerical ones by using Label Encoder [17]. For the datasets obtained from BugHunter, the categorical attributes are ‘Hash’ and ‘LongName’, whereas, for the Jenkins dataset, the categorical attributes are ‘commit’ and ‘classification’. Next, the feature containing the bug numbers has values starting from 0, where 0 indicates that the commit has no bug and any other integers indicate that the commit has bugs. So for our convenience, we have transformed all the other values except 0 to be 1, indicating the commit has bugs. This way, we present the bug and non-bug data into two groups of the dataset. Finally, we normalized the dataset to present the values into a standard scale ranging from 0 to 1.

5.3 Execution of Algorithms

The main algorithm used in our study is the Genetic Algorithm. This algorithm follows an iterative process that
starts from a randomly generated population, and at each
generation, a set of candidate solutions are generated and
passed to the next generation. In our study, we selected 100
generations to execute. We also examined larger number of
generations (i.e., 150) but did not find any noticeable differ-
ence in the resulting solution. We have taken a population of
100 to be considered in each generation. We did not notice
any significant difference in the resulting solution by vary-
ing this parameter. Each individual is assigned \( n \) random
weights ranging between 0 and 1, where \( n \) corresponds to
the number of dimensions (features) of the input dataset. We
have considered the single point type for crossover and bit
flip type for mutation.

Next, we have used t-SNE for mapping the dataset from
high-dimensional to low-dimensional space. t-SNE has been
implemented in the fitness function of GA to help in calculat-
ing the fitness value of each population. We have used
the Scikit-Learn implementation of the algorithm by tuning
different parameters. The \( n \_components \) was selected to 2 as
we want our high-dimensional dataset to be converted to a
two-dimensional dataset. The \( random \_state \) was set to 0 and
the \( perplexity \) value was tuned based on the dataset density.
The perplexity value of the t-SNE algorithm is considered
to be one of the most confusing parameters which require
manual selection [9]. The perplexity value typically ranges
from 5 to 50, and the denser dataset needs a larger perplexity.
Therefore, based on our dataset density, we have chosen a
perplexity range between 7 to 15. We did some implementa-
tions using different perplexity values, and observed this
perplexity range to be better suited for our datasets to sepa-
rate the cluster of bugs from the non-bugs. For calculating
the fitness value, we have used the SVM algorithm on the t-
SNE plot, and the recall value obtained from each population
is considered to be an individual’s fitness value.

The BugHunter dataset has been created considering the
imbalanced ratio of bug and non-bug data. The authors [13]
have implemented the random under sampling method to
balance the ratio because without sampling, the classifica-
tion algorithm showed high values for precision, recall and F-
measure. But in the Jenkins dataset, the proportion of bug
to non-bug data is significantly noticeable. Therefore, we
have tried to find an optimal separating hyperplane for the
imbalanced data and thus used SGDClassifier where the
\( max \_iter \) is set to 1000 and the stopping criterion, \( tol \), is set
to \( 1e^{-5} \).

Finally, to evaluate the performance of the transformed
data, we have applied random forest, k nearest neighbors,
logistic regression and naive bayes classifiers to investigate
whether the transformed data performs better in detecting
bugs than the original data. We have used the default param-
eter settings while implementing the algorithm. A 10-fold
Cross Validation has been implemented to split the training
and testing data. Random Forest also provided us with the
most relevant feature values, and based on the feature scores,
we have selected top 30 features. The details of the features
are available in [13].

6 Results

In this section, we discuss the experimental results in the
light of the research questions RQ1-RQ2.

6.1 Discussion on RQ1.

RQ1 asks about the possibility of data transformation that
can visually cluster and separate bugs from non-bugs in low-
dimensional space. If such a data transformations exist, then
it also asks whether they can help machine learning models
to better detect the bugs in software artifacts.

6.1.1 Analysis of Visual Plots. To answer this question,
we transformed the original data by multiplying the features
with the weights computed and showed the t-SNE plots for
the transformed datasets. Fig. 2 illustrates for every dataset,
the t-SNE plot of the original data and the t-SNE plot of the
transformed data (i.e., the data obtained after multiplying
the weight values to features). From Fig. 2 we can observe that
the bug and non-bug data points are often better separated
in the t-SNE plot of the transformed data compared to the
original data. Such cases are indicated using oval shapes.
There are also cases when the t-SNE plot of the transformed
data appears to cluster the bugs and non-bugs better than
plot for the original data (e.g., MapDB and Jenkins dataset).

6.1.2 Analysis of Model Performances. To investigate
whether our data transformation approach can help the ma-
chine learning models to perform better in detecting bugs,
we multiplied the features of the original dataset with the
best weights computed using the genetic algorithm. We then
trained four machine learning models on the original data
and also on the transformed data.

The results are shown in Table 2, where we can observe
that the random forest model and k-nearest neighbors model
built on transformed dataset have a higher mean recall val-
ues than the recall value obtained from the model on original
dataset (4.25% on average over all datasets). However, the
same trend was not seen for the other two classifiers - logistic
regression and naive Bayes. The recall values obtained were
similar for both the original and transformed data across all
subject systems. One potential reason for the logistic regres-
sion and naive Bayes not being benefited from the feature
transformation may be that these model relies on properties
that are not inherently geometric. Thus our approach that
finds the weight based on the geometric separation between
the bug and non-bug data at a low-dimensional embedding
are expected to be less useful for these models.

Table 2 shows that k-nearest neighbors performed best for
most datasets. For some datasets, random forest performed
better than logistic regression and the for some other, we see
Fig. 2. The t-SNE plots of the datasets before and after transformation. The transformed dataset often shows better separation between the two classes as illustrated using oval shapes. For MapDB and Jenkins datasets, the transformed dataset show better clustering of the data points.

Table 2. Recall values before and after transforming the datasets (Here, Org=Original and Trans=Transformed)

<table>
<thead>
<tr>
<th>Software Systems</th>
<th>Random Forest</th>
<th>K Nearest Neighbors</th>
<th>Logistic Regression</th>
<th>Naive Bayes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Org</td>
<td>Trans</td>
<td>% Improved</td>
<td>Org</td>
</tr>
<tr>
<td>Boardleaf</td>
<td>0.36</td>
<td>0.43</td>
<td>7%</td>
<td>0.55</td>
</tr>
<tr>
<td>Elastisearch</td>
<td>0.27</td>
<td>0.30</td>
<td>3%</td>
<td>0.45</td>
</tr>
<tr>
<td>Neo4j</td>
<td>0.20</td>
<td>0.25</td>
<td>5%</td>
<td>0.35</td>
</tr>
<tr>
<td>Netty</td>
<td>0.21</td>
<td>0.24</td>
<td>3%</td>
<td>0.33</td>
</tr>
<tr>
<td>OrientDb</td>
<td>0.22</td>
<td>0.25</td>
<td>3%</td>
<td>0.35</td>
</tr>
<tr>
<td>MapDB</td>
<td>0.36</td>
<td>0.41</td>
<td>5%</td>
<td>0.48</td>
</tr>
<tr>
<td>Ceylon</td>
<td>0.14</td>
<td>0.19</td>
<td>5%</td>
<td>0.18</td>
</tr>
<tr>
<td>Jenkins</td>
<td>0.22</td>
<td>0.25</td>
<td>3%</td>
<td>0.25</td>
</tr>
</tbody>
</table>

the opposite trend. This is consistent also with the known literature. Random forest has been used widely for bug prediction in the literature [7] and k-nearest neighbors are known to work better when the number of features is large and the class values are skewed [32]. Naïve Bayes assumes the features of a dataset as independent predictor but in real life data, it is not possible that all the features are mutually independent [24]. Prior studies show that logistic regression
does not perform well when the number of noisy data is greater than number of explanatory variables, whereas random forest shows better performance as it better handles the noisy data [26].

Note that we have shown only the recall values to evaluate the model’s performance following prior research. However, we checked the precision and F-measure values, which also appeared to be higher for the model built with transformed data. The reason for using primarily the recall values is that in software bug detection, the recall corresponds to the bugs which are correctly identified as bugs. A high recall value represents that the model is successful in finding most bugs. Recall is significant when we want to capture the positive cases only [20], i.e. which in our context are the software bugs. Precision indicates a powerful plausibility that the predicted bugs are actually bugs, but recall is directly related to the proportion of correctly predicted bugs from all the non-bug data. So increase in recall provides us with better detection of the data which are initially predicted as non-bugs [41].

**Answering RQ1:** Our results reveal that genetic algorithm based search are able to find data transformations that can better cluster and separate bug data from non-bug data when embedded in a low-dimensional plot using t-SNE. Furthermore, the k-nearest neighbors and random forest model for the transformed data may provide better recall values when compared with the models built on the non-transformed data. Given that we have secured a mean 4.25% higher recall value over eight datasets, it appears that the data transformation does help machine learning techniques to detect the bugs more accurately.

### 6.2 Discussion on RQ2.

RQ2 asks whether data transformation can help build confidence in explaining the model performance. Although a machine learning model’s performance can be evaluated using quantitative evaluation metrics such as recall, precision, accuracy and F-measure, users may raise questions on why they should trust the model as it may learn from unrelated features or make decision based on parameters that are not well understood. Although in the previous section, we have seen machine learning models built on transformed data to have a better recall value, such quantitative measure alone cannot explain why these models are performing better than the others. However, we can again rely on the genetic algorithm, where each individual (i.e., weight vector) corresponds to a data transformation and the fitness of an individual represents how well the data transform separates the bug and non-bug data in a t-SNE plot. Since the fitness score is computed based on a SVM classifier’s performance on the t-SNE plot, it provides us with some confidence that the data transformation separates the bug and non-bug classes in a visual plot which is human interpretable.

**Answering RQ2:** Our approach do not provide a clear pathway to explain the behaviour of machine learning models. However, in light of answering this question, we can state that the working of the models follows a transparent working mechanism that we can observe from the t-SNE plots. Furthermore, the improved performance of some models on transformed data strongly aligns with our intuition of visual separation of the bug and non-bug data in low-dimensions. Thus our feature transformation based approach to building a bug prediction model certainly helps to build some confidence in explaining the model’s performance.

### 7 Limitations and Avenue for Future Research

Only two of our four machine learning classifiers showed improved performances with our feature transformation approach. Designing model specific feature transformation for bug datasets would be an interesting approach for future research. Moreover, we have normalized the data before applying our proposed algorithm. It is possible that data normalization can impact the result. Examining our approach with more models, state-of-the-art techniques and on a larger number of datasets can further strengthen our research. We might get some meaningful and interesting result if we can implement our proposed techniques with millions of data points. As our dataset amount was limited, that is why we could not apply deep neural networks (DNN) for learning feature transformation that could improve the accuracy. Future research can be conducted in this aspect for increasing the separability between the buggy and non-buggy commits. Moreover, the transformation approach could have been applied to different bug dataset to test the generalisability and that would certainly provide us significant insights about the
features’ natures. We did not investigate whether there is a relation between the weights and features, i.e., whether higher weights indicate importance. The reason is that intuitively, the weights in our approach only relate to better separation between bugs and non-bugs at the low-dimensional plot. However, it would be interesting to further examine why and how the features are being weighted.

Our genetic algorithm based approach selects the weight vector that correspond to highest fitness value (i.e., provides best separation in the t-SNE plot). The algorithm has been used in combination with support vector machine. Therefore, our model can impact the results when tuning the parameters. However, at the end of the algorithm, there are often many good weight vectors to choose from. Such an automatic selection based on fitness score ignores the rich structural information that can be seen in a t-SNE plot. It is thus natural to ask whether one can visually inspect a few candidate t-SNE plots and choose the best weight vector to be used. To investigate user’s opinion, we conducted a pilot user study with 12 users who had experience in software development area. The result of the user study showed slight improvement of the accuracy result when humans are selecting the plots based on whether the clusters appear to be more separated when inspected visually. We believe a formal user study may be valuable to understand the scope of bringing humans in the loop to create better bug detection models.

8 Conclusion

We proposed a new approach for data transformation that helps to construct machine learning models with better bug prediction performances and with improved interpretability. Our approach runs a genetic algorithm to find the set of weights such that transforming the features based on these weights allows separating the bug data from the non-bug data in a t-SNE plot. We applied four machine learning classifiers on the transformed dataset and observed that some models show better bug prediction ability when built on feature-transformed data, compared to their counterparts that are built on the original data. Our inspection of the t-SNE plots obtained from the original and transformed datasets showed that the plots from the transformed datasets often provide better clustering and separation of the bug and non-bug data than the original dataset. We believe that our work on developing feature transformation based bug detection models will inspire future research that embodies visualization techniques to improve the performance and interpretability of machine learning models in software research.
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