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Figure 1: Left: A map-like visualization created by our algorithm for a co-authorship network with 26,325 nodes and 120,879
edges. Each conference is shown using a distinct country-like polygon with area proportional to its group size. The connections
within group and between groups are in black and gray, respectively. Middle: A zoomed in view. Two dense subgraphs came
close together due to their high connectivity. Sometimes nodes moved closer to polygon boundaries due to external connections,
but remained inside their designated polygons. Right: A further zoomed-in view and a magnified view of a small subgraph.

ABSTRACT
A map visualization of a graph consists of a node-link diagram
in which groups of nodes are enclosed in one or more polygonal
regions, similar to countries in a geographic map. Many real-world
graphs have naturally defined groups, e.g., a graph that represents
collaborations between faculty members within a university, where
the departments are the groups. A good visualization of such a
graph should place departments that collaborate frequently as ad-
jacent or nearby groups. While some set visualization methods can
be used to create map visualizations for graphs with groups, the
results can be poor and difficult to read due to fragmented groups
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or complicated polygonal shapes of the enclosing regions. With this
in mind, we propose a new approach that constructs the polygons
first and then renders the graph to obtain better control over the
drawing properties. We design two methods based on this new ap-
proach and compare them with three prior techniques using seven
quantitative metrics on several real-world datasets. Our experimen-
tal results demonstrate the proposed methods to outperform prior
techniques in capturing the intended drawing features and have
good performance in most of the metrics.
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Figure 2: Left: A GMap visualization of the graph Book-
land [21] with 499 nodes and 408 edges. Although there are
15 groups, but the visualization has over 25 polygons that
represent these groups. Right: A MapSet visualization of the
same graph.

1 INTRODUCTION
The popularity of geographic maps and our familiarity with them
have made map-based visualization an attractive option even for
visualizing non-geographic datasets [13]. In this paper we focus on
the node-link visualization of graph data, which models relation-
ships among a set of entities. GMap [15] is widely recognized for
popularizing the use of geographic metaphors to visualize clusters
in graphs. It creates a map-like representation, where the node-link
layout is overlaid on a map, and the nodes of each cluster in the
graph are enclosed with country-like polygonal regions.

To improve readability, a desirable property of such visualiza-
tions is the use of almost convex polygonal shapes. At the same
time, their boundaries should remain irregular to align with the
original design philosophy of resembling the boundaries of coun-
tries. However, since the algorithms that detect clusters [10] operate
independently of the algorithm that generates the node-link layout,
some nodes within a cluster may be positioned far apart in the
visualization. Consequently, enclosing the nodes of each cluster
using convex polygons may require multiple polygons per cluster,
leading to a country-like representation with many fragmented
regions per cluster (Figure 2 (Left)).

The representation with multiple polygons per cluster makes it
harder for users to identify individual clusters and compare cluster
sizes. The desire to keep clusters or groups of nodes (e.g., created
from category-based partitions) together in the visualization gave
rise to the concept of a group-in-a-box (GIB) layout [32, 35]. It
first creates a treemap visualization with cells corresponding to
the group sizes, and then places the subgraphs inside their cor-
responding cells. Although the rectangular cells of the treemap
could be thought of as countries, this does not provide a geographic
map-like aesthetic. To create a GIB layout using the geographic
map metaphor, one may think of first creating a GMap visualization
and then enclosing the nodes of each cluster in a single polygonal
region. This problem is similar to a set visualization problem that
given a collection of sets over some points (i.e., nodes in our setting)
in the plane, seeks a way to create corresponding polygonal regions
such that each region encloses the points of the set it represents.
There are techniques to create such polygonal regions that either

keep the polygons disjoint or allow for overlaps, e.g., MapSet [7],
BubbleSets [4], LineSets [1] and other variants [23, 38, 41]. How-
ever, since the nodes in a group may spread across the whole layout,
such polygonal regions are likely to be meandering polygons with
high complexity and thus likely to deviate significantly from a
natural-looking country shape (Figure 2(Right)).

1.1 Motivation
While much effort has gone into creating map visualizations that
enclose each cluster within a single polygonal region, little focus
has been placed on creating such visualizations to capture cluster
sizes and the relationships between clusters. In this paper we are
interested in creating map visualization for graphs with predefined
groups where groups must be represented by disjoint polygonal
regions1 with one polygon per group (Figure 1). Throughout the
paper we will refer to such a visualization asMVG (map visualiza-
tion with group restriction). Some desired properties for MVG
are as follows. The polygons should have a natural country-like
shape (e.g., a blob-like interior that is not too narrow or spiraling)
and the area of each polygon should be proportional to the group
size. This helps estimate cluster sizes while adhering to country-
like appeal. Both the relations among the nodes within each group
and the relations between groups should be reflected by the rela-
tive proximity of their representative geometric elements (points
or polygons) as much as possible, which helps understand graph
structure. Additionally, the nodes should be distributed inside each
polygon to utilize the space available, which enhances readability.

Consider the faculty collaboration graph at a university as a
motivating example for the use of an MVG. In this graph, edges rep-
resent co-authorships or shared grants, and groups are defined by
faculty members within individual departments. An MVG for such
a graph provides Deans, Department Heads, and research admin-
istrators an understanding of the university’s research ecosystem.
It can reveal the impact of a department within the university and
highlight the potential for forming interdisciplinary teams to apply
for funding. This can be an effective approach to visualize graph
data as the funding agencies worldwide are increasingly encourag-
ing interdisciplinary projects. Furthermore, an MVG can identify
individuals whose collaborations extend more widely outside their
department than within. This insight can help faculty members
establish new connections or reach out to colleagues across the
university by exploring common collaborators.

Existing techniques, such as GMap [15] and set visualization
methods [1, 4, 7], are not suitable for constructing MVGs. These
approaches depend on the overall graph layout and fail to explicitly
account for relationships among predefined groups. Closest to our
work is CBA [21] which ensures that predefined groups must be
enclosed inside disjoint polygonal regions. This approach first lays
out the graph, next allocates disjoint square regions for each group
based on the barycenter of the nodes in the group, then fits the
drawing of each group into the allocated square, and finally, creates
polygons and deforms them using a force-based layout [36] allow-
ing nodes to be pulled towards their original location. Although
this approach addresses the MVG drawing problem, it relies more

1Here two regions can be adjacent, i.e., share part of their boundaries, but the interior
of the polygons must be non-overlapping.
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Figure 3: Left: KMap, an MVG to visualize faculty collaborations. Middle-Right: Two views when a person has been selected.

heavily on the whole graph layout than the prescribed group infor-
mation and the deformation of the polygons changes the polygon
area. The lack of research on whether one could use the group in-
formation to first create the polygons and then distribute the nodes
inside them motivates the technical contribution of this paper.

1.2 Contributions
Our primary contribution is to present two novel approaches for
constructing MVGs, develop metrics to evaluate their structural
properties, and demonstrate the superiority of our methods over
prior techniques through an empirical analysis. In contrast to pre-
vious methods, we build MVG by first creating polygons for the
groups and then distributing the nodes of each group into its polyg-
onal region. Since the polygons are computed beforehand, this gives
us better control over the polygon shapes. Our secondary contri-
bution is to build a running system, where an MVG is being used
within the University of Arizona as the ‘Institutional Knowledge
Map’ (KMap) [19]. Figure 3 shows a snapshot of the MVG showing
the departments and two views where a person has been selected.
In this paper we focus on the algorithms that we developed for
creating MVG, and compare and contrast these algorithms with
the existing methods in the literature using quantitative evaluation.
However, we envision a full-fledged evaluation of the KMap system
with end users and domain experts in the future.

We evaluate our proposedmethodswith three existing approaches
from the literature using benchmark datasets [21], as well as using
real-life datasets from DBLP [5] and university collaboration. We
use seven quantitative metrics to compare the desired structural
properties (five new metrics and two existing ones, i.e., stress and
edge crossing). The experimental results show our methods are the
first of their kind to produce visually appealing layouts for large
graphs, outperforming existing methods that often result in unread-
able designs. Both approaches perform well across most metrics.
While the first method is conceptually straightforward, the second
method delivers better layouts with fewer edge crossings.

2 RELATEDWORK
In this section we discuss the research related to cluster visualiza-
tion and techniques that draw graphs as geographic maps.

Spatial metaphor is often used to visualize non-geometric data. A
classic example of this is self-organizing maps (SOMs) to visualize
documents [37]. The spatializations of documents present them

metaphorically as points where similar documents lie in a homoge-
neous thematic region. The popularity of using spatial metaphors
stems from our intuitive understanding of geographic space [3, 40].
Such visualization of maps can be found to display similarities
among scientific disciplines [2], topics in conferences [11], soft-
ware data [25], and so on. Our approach to designing MVG follows
the same design principle of employing a spatial metaphor.

There is a rich body of literature on visualizing group structures
in graphs [39]. GMap is one of the earliest works for representing
graphs as geographic maps. GMap was originally proposed to vi-
sualize recommendations where the visualization creates a layout
of graphs and encloses graph clusters inside colored polygonal re-
gions. A number of usages of GMap have appeared in the literature
since then for producing visualizations for more general data [14].
We will use GMap as a subroutine to generate country-like shapes,
while our contribution will focus on improved organization of the
countries and better design of the node-link diagram within the
countries to reveal graph structure.

Past user studies show GMap to be faster for search and explo-
ration tasks compared to other counterparts such as BubbleSets
and LineSets [17]. However, GMap sometimes creates fragmented
polygons for a single cluster which makes it slow for group-based
tasks. Visualization of point sets on a geographic map is another
line of work that relates to our context. Given several sets of points
on a geographic map, a common way to represent them so that they
are easier to identify or separate visually is to enclose or connect the
members of each set using geometric objects (e.g., polygon or line).
Such representations are commonly known as set visualizations.
These objects are generally allowed to intersect. Examples of such
visualizations are BubbleSets [4], LineSets [1], Euler diagrams [34],
etc. These methods can be adapted to create MVGs but they may
create overlapping and meandering polygonal regions as these algo-
rithms do not consider the underlying graph relation into account.
The user preferences to have a single polygon per cluster motivated
the study of creating contiguous map visualizations where poly-
gons are non-overlapping and each cluster corresponds to a single
polygon [21]. Our algorithm also ensures single polygon per group.
Unlike previous algorithms that generate polygons based on node-
link diagrams, our approach constructs node-link diagrams based
on polygon organization. This methodology provides enhanced
control for achieving the desired MVG properties.

There are several techniques for visualizing large graphs, either
through hierarchical layouts or using map-like zoomable inter-
faces [24, 29, 30]. GraphMaps [26, 30] proposes to reduce clutter
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by distributing nodes to different zoom levels and routing edges
on shared curves. Cornac is another system that uses such lay-
ered techniques to visualize graphs with millions of nodes and
edges [33]. Although these techniques are for creating scalable
node-link diagrams and do not leverage the country-like metaphor,
we draw inspiration from these studies when implementing MVG
for practical applications [19] that involve large graphs.

3 EXISTING VISUALIZATION METHODS
We first discuss GMap [15] and MapSet [7]. Next, we review the
method CBA [21] to create MVG. Finally, we describe our methods
for creating MVG in Section 4.

3.1 GMap
The GMap approach [15] creates a layout of the whole graph created
using force-based layout [12], then creates polygons to enclose the
nodes of a group, and finally, attempts to enclose the nodes of a
group in a polygonal region. However, this method may generate
more polygons per group. Given a graph 𝐺 , GMap first creates a
drawing 𝐷 with an existing layout algorithm such as force-based
layouts [20] which starts with a random placement for the nodes
and iteratively moves them by simulating repulsion and attraction
forces to avoid node overlap and bring adjacent nodes closer to each
other. GMap then generates the countries by partitioning the plane.
Specifically, the region corresponding to a country is computed
based on a Voronoi diagram where the cells for the nodes that
belong to the same cluster are merged. When constructing Voronoi
diagram sites, GMap adds some random points in the unbounded
space of the layout and some points on the bounding box of the
nodes to avoid sharp corners in the polygons and to give the outer
boundary of the drawing a natural-looking shape.

3.2 MapSet
MapSet [7] also starts with a layout of the whole graph but guaran-
tees that the nodes of a group are enclosed inside a single polygon.
Here the polygons may have narrow extensions.
GMap and MapSet both have two major problems. First, since a
force-based layout does not use the input group information, nodes
can move freely and thus enclosing the nodes for each group inside
a polygon often creates narrow and curved polygons. Second, the
area of a polygon does not correspond to the size of the group
it represents. To overcome this problem, CBA [21] proposes the
scale-and-fit approach.

3.3 Scale-And-Fit Approach (SF-CBA)
CBA [21] starts with a force-based layout, and then computes the
average coordinate of the nodes in each cluster. These coordinates
are used to place a square for each cluster where the size of the
square is set proportional to the size of each country. These squares
may create overlaps. Therefore, the next step is to remove the edge
overlaps using existing overlap removal algorithms [6]. Now that
each country has a non-overlapping square-region reserved for
its nodes, the nodes for each group are repositioned inside the
corresponding square by scaling so that it fits the square. Finally,
the polygons are created using the GMap approach and the nodes
are pulled toward their original positions ensuring they remain

Figure 4: A conceptual representation for the steps of Scale
and Fit Approach (SF-CBA). The initial square centers are
marked in cross. The squares are moved to avoid overlap and
the subgraph for each square is scaled to fit within it. Finally,
GMap is used to create countries.

inside the polygon boundaries whereas the polygon also deforms
during this process. This last step is done leveraging the force-based
algorithm ImPrEd [36] that allows for specifying edges that must
not be crossed (i.e., the polygon edges). Furthermore, the edges
can be marked as flexible so that they can expand or contract (by
adding bend points) to accommodate the moving nodes.

CBA attempts to attain low stress (see Section 5.3) by moving the
nodes to the original position and thus deforming the polygon. An
implementation of ImPrEd is not available to replicate the results on
CBA. However, the authors in CBA [21] observed the quantitative
performance of CBA is very similar to GMap, specifically when
the underlying graph is dense. This indicates the polygons do not
have much space to have significant deformation. In general such
polygon deformation does not control the polygon area, and thus
loses one of the key aspects (i.e., polygons are proportitional to
the group sizes) that we want to preserve when building MVG.
Consequently, we compare our methods with GMap and a version
of CBA without the last step that uses ImPrEd. Specifically, we
create a square for each group in a similar way as that of CBA, then
the drawing of each group is scaled to fit its square, and finally, the
polygons are created using the GMap approach. Figure 4 illustrates
the process. Throughout the paper we refer to this method as SF-
CBA.

4 OUR METHODS FOR CREATING MVGS
We propose two methods to create MVG. The first method — KMap
— creates aweighted supergraphwhere each supernode corresponds
to a square of size proportional to its group size and edges corre-
spond to the edges between groups. Then a force-layout is used to
place the squares [18]. Next, the subgraph of each group is drawn
with a force-based layout and fit into its corresponding square. The
final polygons are then created using the GMap approach. The sec-
ond method — polygon constraint layout (PCL) — replaces the scale
and fit approach with a force layout based node distribution inside
each polygon created in KMap, where the nodes are constrained
to be inside their corresponding polygons. Here we design novel
force equations to optimize layout properties, which we consider
to be a significant contribution for embedding graphs within com-
plex polygonal shapes while accounting for their between-polygon
relationships.

4.1 Method 1 (KMap)
Thismethod is currently being used in our KMap system [19], which
combines the following straightforward steps (Figure 5(left)).
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Step 1: Given a graph, construct a weighted supergraph or group-
group network𝐺𝑐 , where each supernode represents a group from
the original graph 𝐺 , and each edge represents a connection be-
tween two groups. The supernode weight in𝐺𝑐 reflects the number
of nodes in the corresponding group of 𝐺 , while the edge weight
indicates the strength of the connection between two groups. We
then use a force layout to create an embedding of the rectangles
such that supernodes are drawn as squares with sizes proportional
to their weights and the squares do not overlap.
Step 2: The subgraph induced by a group is drawn separately using
a force layout and scaled to fit within its square.
Step 3: Use the node coordinates, group information and a GMap
function to draw the final boundaries of the polygons.
Properties of Generated MVGs: KMap ensures that each group
is represented by a single polygon, containing only the nodes as-
sociated with that group. Since we create polygons based on the
embedding of a group-group network, the proximity between poly-
gons more accurately reflects the relationships among the groups.
The independent layout of each subgraph captures the subgraph
structures, but compromises the representation of between-group
relationships. Since each subgraph fits into its square, the node dis-
tribution within each polygon may take an artificial square shape.
The final polygons, created by partitioning the plane through GMap,
may deviate from the proportional area property that was initially
realized by the squares. However, each polygon should still approx-
imate the area of its initial square as GMap places random points
in the unbounded space when partitioning the plane to avoid large
deviation (see Section 3.1). In extreme cases, the node distribution
within each polygon will still provide an indication of its group size.
Due to the independent layouts of subgraphs, the between-group
edges may create a large number of edge crossings.

4.2 Method 2 — Polygon Constrained Layouts
(PCL)

Method 2 takes the final polygons generated by KMap and dis-
tributes the nodes of the graph using a force-based layout with the
constraint that they must remain inside their polygons and move
according to the relationships within and outside of the polygons
(Figure 5(right)). The challenge of drawing a graph within a poly-
gon has been studied theoretically in the literature [22], though the
focus has been on planar graphs without accounting for external
influences beyond the polygon.

There are several challenges to tackle. (𝐶1) The nodes in the
group must be distributed properly to fit and utilize the polygon
area. (𝐶2) Each node should position itself based on both the neigh-
bors within the polygon and outside the polygon without crossing
the polygon boundary. (𝐶3) The polygon gives a constrained space
for the nodes to move and hence the edges may turn out to be
small. Therefore, we need force models that would ensure the edge
lengths are not too small.

Our method will modify the force-based layout approach [16].
A typical force-based layout algorithm exerts a central gravity to
keep the nodes close to the center of the display, defines a repulsion
force between every pair of nodes, and an attraction force between
adjacent vertices. To tackle the challenge (𝐶1), wemodify the central
gravitational force and create corner gravity that would stretch the

group to fit its polygon. We also increase the repulsion gradually
so that the convex hull of the group nodes covers at least 70% of
the polygon area. For (𝐶2), we pull nodes towards the center of
the external polygon, where the strength of the pull on a node is
determined by its mass and the proportion of the external to internal
neighbors. For (𝐶3), i.e., to ensure that the edges are sufficiently
large, we control the displacement of the nodes based on aminimum
edge length threshold. We now describe the details.
Gravitational Force. Let (𝑥𝐶 , 𝑦𝐶 ) be the center 𝐶 of the layout.
The gravitational force ®𝐹𝑔 acting on a node 𝑣 with mass (degree)
𝑚𝑣 positioned at (𝑥𝑣, 𝑦𝑣) is typically defined as

®𝐹𝑔 = 𝑘𝑔 ·𝑚𝑣 ·
®𝑟
∥®𝑟 ∥ , (1)

where 𝑘𝑔 represents a gravitational constant and ®𝑟 = (𝑥𝐶 −𝑥𝑣, 𝑦𝐶 −
𝑦𝑣) is the vector from 𝑣 to the center 𝐶 . We apply a gravitational
force at the center of each polygon. The center is obtained by taking
the average of the coordinates of the corners of the polygon, and
the force acts on all the nodes that lie inside the polygon. Let 𝑣 be
a node inside a polygon 𝑃 . Let 𝐶 (𝑃) be the center of 𝑃 and let 𝑂
be the closest point of intersection between the ray

−−−−→
𝑣𝐶 (𝑃) and the

boundary of 𝑃 . Then we modify the gravitational force as

®𝐹𝑔 = 𝑘𝑔 ·𝑚𝑣 ·
®𝑟

𝑑 (𝑣,𝑂)®𝑟 , (2)

where 𝑑 (𝑣,𝑂) is the Euclidean distance between 𝑣 and𝑂 . This modi-
fication ensures that nodes that are closer to the boundary, i.e., with
small 𝑑 (𝑣,𝑂), are pulled strongly towards the center, whereas the
nodes that are closer to the center are not influenced much by grav-
ity. In cases where a node is initially pushed outside the polygon
due to repulsion, 𝑑 (𝑣,𝑂) remains small and gravity pulls the node
back toward the polygon center. Figure 6(Left) and (middle) illus-
trates the difference between using and not using our gravity force,
highlighting the impact of this force in shaping the visualization
within the polygon.
Corner Gravity. We design the corner gravity so that the node
distribution stretches further toward the polygon’s corners. Let 𝑣
be a node inside polygon 𝑃 and let 𝑐1, . . . , 𝑐𝑘 be the corners of 𝑃 .
This force calculates a gravitational pull on 𝑣 from each corner 𝑐 𝑗 ,
where 1 ≤ 𝑗 ≤ 𝑘 , based on the distance 𝑑 (𝑣, 𝑐 𝑗 ). This corner gravity
®𝐹𝑔𝑗 exerted by a corner 𝑐 𝑗 is defined as

®𝐹𝑔𝑗 = 𝑘𝑔 ·𝑚𝑖 ·
®𝑟 𝑗

∥ ®𝑟 𝑗 ∥

where𝑚𝑣 is the mass of 𝑣 and ®𝑟 𝑗 = (𝑥𝑐 𝑗 − 𝑥𝑣, 𝑦𝑐 𝑗 − 𝑦𝑣) represents
the vector from 𝑣 to 𝑐 𝑗 . The corner gravity is balanced with the
center gravity and hence nodes do not clump together at a corner.
Figure 6(Right) illustrates the combined effect of our central gravity
and corner gravity, which gives a much better polygon coverage.
External Gravity. The external gravitational force is applied to
the nodes that are connected to external polygons so that they are
pulled toward the center of the external polygon. For a node 𝑣 in a
polygon 𝑃 with a connection to the nodes of an external polygon
𝑄 with center 𝑞, the gravitational force ®𝐹𝑞 is designed by scaling a
typical gravitational force by the ratio of the number of neighbors
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G with group info. Compute group-group
network Gc Embed Gc

Draw each subgraph
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scale and fit

Apply GMap
Algorithm

G with group info.

Generate
KMap
polygons
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Move nodes
iteratively
using force equations

Initialize
node

KMap PCL

Figure 5: Conceptual representation for the steps of Method 1 (KMap) and Mathod 2 (PCL).

Figure 6: Left: A layout of a grid using the traditional force-
based layout. Middle: A layout of the same grid with our
customized gravitational force. Right: The effect of corner
gravity.

of 𝑣 inside 𝑄 to that of 𝑃 , i.e.,

®𝐹𝑞 =
𝑚′

𝑣

𝑚𝑣
· (𝑘𝑔 ·𝑚𝑣 ·

®𝑟𝑒
∥ ®𝑟𝑒 ∥

) = 𝑘𝑔 ·𝑚′
𝑣 ·

®𝑟𝑒
∥ ®𝑟𝑒 ∥

. (3)

Here ®𝑟𝑒 = (𝑥𝑣 −𝑥𝑞, 𝑦𝑣 −𝑦𝑞) is the vector from 𝑣 to 𝑞, and𝑚𝑣,𝑚
′
𝑣

are the number of neighbors of 𝑣 inside 𝑃 and 𝑞, respectively. Al-
though from the equation it seems that all nodes with external
connections will move towards the boundary of 𝑃 , due to the pres-
ence of central gravity, nodes with larger𝑚𝑣 are less affected by
the external gravity. This is a desired outcome as nodes with larger
𝑚𝑣 are stronger representatives of 𝑃 . Figure 7 illustrates the role of
external gravity using two grids that reside in their polygons but
are connected by a few edges.
Attraction Force. In a traditional force-based algorithm the larger
the repulsion force, the larger is the layout. When the drawing area
is unbounded, this naturally allows edges to stretch based on the
force simulation. However, when the drawing area is limited by a
polygonal region, we need to adjust the attraction force based on the
space available. Let 𝑣 and𝑤 be two adjacent nodes with Δ𝑥 = |𝑣𝑥 −

Figure 7: Left: A layout of two grids, each lying inside its own
polygon. Without external gravity, we see longer edges that
connect nodes between these polygons. Right: A layout of
the same grids but with external gravity, which brings nodes
of one polygon that are adjacent to the other polygon closer
to the polygon boundary.
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Figure 8: Left: A force layout with traditional attraction force
on a graph containing a large star. Right: Application of the
modified attraction force.

𝑤𝑥 | and Δ𝑦 = |𝑣𝑦 −𝑤𝑦 |. A typical attraction force is proportional
to the distance between 𝑣 and 𝑤 , i.e., ®𝐹𝑎 (𝑣,𝑤) = (Δ𝑥 ,Δ𝑦). We
modify the attraction force as follows. We first compute a minimum
distance threshold 𝛼 which is computed by dividing the total area
of the polygon by the number of nodes. Intuitively, we want the
neighbors of a node to spread at a distance of 𝛼 . Then the new
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force is ®𝐹𝑎 (𝑣,𝑤) = (Δ𝑥 𝛼
|𝑣𝑤 | ,Δ𝑦

𝛼
|𝑣𝑤 | ), where |𝑣𝑤 | is the distance

between 𝑣 and𝑤 . Figure 8 illustrates the result.
Properties of Generated MVGs: Since PCL utilizes the polygons
generated by KMap, all polygon properties remain consistent with
those of KMap. The nodes of a subgraph are initially positioned
at the center of the polygon and moved gradually until they oc-
cupy a significant portion (𝛼) of the polygon. Unlike KMap, this
process enforces a soft constraint, which may occasionally result in
nodes extending beyond the polygon boundaries. To prevent such
occurrences, users can adjust 𝛼 or increase the gravitational force
constant. The node distribution within each polygon is influenced
by relationships both within and outside the subgraphs, and hence
between-group relationships are better captured. Therefore, PCL is
likely to produce fewer edge crossings than KMap.

5 EXPERIMENTS
We conduct the experiments on real-life datasets. We first describe
the datasets, and then discuss some examples of MVGs created
by the six methods described in Section 3, and finally present a
quantitative evaluation of these methods.

5.1 Dataset Description
We evaluate all our methods using real-world datasets and using
quantitative metrics that measure the layout properties.
Small Graphs. This consists of the graphs musicland, bookland,
university-similarity, tradeland and recipies from [21]. If a group is
not specified in the graph information, then we create the groups
by a community detection algorithm.
DBLPGraphs. For this dataset, we consider the time interval 2020–
2023 and select 13 conference venues. We assign a person 𝑥 to a
venue 𝑦 if the person has the highest number of publications in
𝑦 than any other venues. We take 10 graphs by taking random
samples of node size |𝑉 | ∈ {100, 300, 500, 700, 900}, and thus 50
graphs in total.
University Collaboration Graphs. The University of Arizona
Knowledge Map (KMap) uses various types of research metadata,
such as publications, proposals, grants, patents, and collaborative
projects, to map the university’s internal collaboration networks. In
the KMap dataset, each node represents a researcher, and edges rep-
resent connections with other researchers on campus. This graph
has 226 polygons. We create 10 random sample of this graph by
taking 5𝑖 nodes per polygon, where 1 ≤ 𝑖 ≤ 10. If there is less than
5𝑖 nodes in a polygon, we take all its nodes.

5.2 Qualitative Assessment
Figure 9 illustrates a co-authorship network with 4787 nodes and
11489 edges. For large graphs, GMap and MapSet fail to create
natural-looking country shapes. SF-CBAhas better polygonal shapes
but the polygons are in a sparse arrangement. Furthermore, the
structure within individual groups is unclear. Figure 10 shows that
KMap and PCL both produce readable layouts. KMap does not move
the nodes based on between-group relations and hence we can see
many small but dense subgraphs placed uniformly across each poly-
gon. PCL captures the between-group relations better and the nodes
move closer to the boundary due to their outside connections. This
is also evident from the example shown in Figure 1 even for a graph

that is 10 times larger. Figure 11 shows the MVGs created for the
tradeland graph dataset. All methods produce readable layout for
this small graph with 150 nodes and 134 edges, but group sizes are
better captured by SF-CBA, KMap and PCL. The relations among
groups are better captured by PCL.

5.3 Quantitative Results
Let 𝐺 = (𝑉 , 𝐸) be a graph with node set 𝑉 and edge set 𝐸. Let 𝐻 =

(V, E) be a weighted graph, representing the group information,
i.e., V corresponds to a partition of 𝑉 into groups, and edge set E
represents the relationships between two groups. We design some
quality metrics (M1–M7) to capture the desired qualities of an MVG.

Metric M1 measures the convexity of the polygonal regions. User
studies in prior work [17, 21] have demonstrated a preference for
convexity, but no quantitative metric has been used to capture this
quality.

Metrics M2–M6 are designed to capture the quality of the organi-
zation of the polygons. M2 assesses the extent to which polygonal
regions cover the drawing area. This stems from the natural expec-
tation of efficient area utilization. M3 examines how accurately the
polygon adjacencies reflect the adjacencies in the group-group net-
work. M4 measures how well the polygon areas reflect the weight
of the groups. Both the contiguity of the regions and their area-
proportionality are common constraints employed in cartographic
representations [8, 9, 31], but they have not been quantitatively
assessed in this specific context before.

Metrics M5–M7 are designed to capture the quality of a node-
link layout. M5 (Stress) and M7 (Edge Crossing) are commonly used
metrics in the literature. M5 measures the ratio of graph distance to
display distance between pairwise nodes, while M7 counts the num-
ber of pairs of edges that create a crossing. M6 measures whether
nodes are distributed in the polygon, which relates to readability of
the layout and efficient utilization of the available drawing space.

In the following, we provide the details.

5.3.1 Polygon Convexity (𝑀1). In an MVG, each node 𝑣 ∈ 𝑉 is
contained within a polygon 𝑃 ∈ V that represents the group of 𝑣 .
We prefer the polygon to be similar to a convex polygon but with
an irregular boundary. Let 𝑐 (𝑃) be the number of corner-to-corner
segments that are contained entirely in the polygon 𝑃 . We measure
the convexity of the polygon as follows.

𝑀1 =
1
|P |

∑︁
𝑃∈P

(𝑐 (𝑃)/|𝑃 |2) (4)

where P is the set of polygons representingV . A larger value for
𝑀1 reflects better polygon aesthetics.

5.3.2 Drawing Area Coverage (𝑀2). We prefer the drawing area to
be covered by the polygons. Hence we measure the convex hull of
the union of the polygons to the sum of the area of the polygons.

𝑀2 =
𝑎𝑟𝑒𝑎(𝐶𝐻 (⋃𝑃∈P ))∑

𝑃∈P 𝑎𝑟𝑒𝑎(𝑃) (5)

where 𝐶𝐻 (𝑋 ) is the convex hull of polygon 𝑃 . A larger value for
𝑀2 indicates better coverage.

5.3.3 Polygon Neighborhood Preservation (𝑀3). The proximity of
the polygons should be reflective of the graph 𝐻 . In this metric, we
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Figure 9: MVGs for a co-authorship network with about 11,000 edges: GMap, MapSet, and SF-CBA (left to right).

Figure 10: (left) KMap for the co-authorship network of Fig. 9 with a zoomed in view that shows uniform positions of the nodes.
(right) PCL of the same network with a zoomed in view that repositions nodes to reveal structural information.

Figure 11: MVGs created (from left) by GMap, MapSet, SF-CBA, KMap, and PCL for the tradeland graph dataset.

strictly measure the adjacencies that have been correctly realized.
Let 𝑎𝑑 𝑗 (𝑢, 𝑣) be an indicator function that is 1 if the polygons of
two vertices 𝑢 and 𝑣 of 𝐻 are adjacent (i.e., touch or share part of
their boundaries). Then the metric is as follows.

𝑀3 =
1

|𝐸 (𝐻 ) |
∑︁

(𝑢,𝑣) ∈𝐸 (𝐻 )
J(𝑢, 𝑣) (6)

5.3.4 Polygon Area Realization (𝑀4). We prefer the area of each
polygon to be proportional to the weight of the group (e.g., number

of vertices) that it represents. We first measure the absolute differ-
ence 𝑟 (𝑃) between the relative weight of a group and relative area
of the corresponding polygon.

𝑟 (𝑃) = | 𝑤 (𝑣)∑
𝑣∈𝑉 (𝐻 ) 𝑤 (𝑣) −

𝑎𝑟𝑒𝑎 (𝑃 )∑
𝑃 ∈P𝑎𝑟𝑒𝑎 (𝑃 )

|

where 𝑃 is the polygon corresponding to 𝑣 . We then subtract the
mean area error from 1 to measure the polygon area realization.

𝑀4 = 1 − 1
|P |

∑︁
𝑃∈P

𝑟 (𝑃) (7)
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A larger value for𝑀4 indicates a lower area error.

5.3.5 Stress (𝑀5). The stress of a layout is a classic metric that
compares the graph distance and display distance [27]. We use
normalized stress, which has also been used in[21].

stress =
1
𝑚

∑︁
𝑢,𝑣∈𝑉

𝑤 (𝑢, 𝑣)
(

| |𝑝𝑢 − 𝑝𝑣 | | − 𝑑𝑢𝑣

max{| |𝑝𝑢 − 𝑝𝑣 | |, 𝑑𝑢𝑣}

)2
Here 𝑚 = 1

2
∑
𝑢𝑣 𝑤 (𝑢, 𝑣) and 𝑤 (𝑢, 𝑣) is set to 𝑑𝑢𝑣 . A layout is

considered to be good if it has low stress. We set 𝑀5 = 1 − 𝑠𝑡𝑟𝑒𝑠𝑠

so that a larger value indicates higher quality.

5.3.6 Polygon Area Coverage (𝑀6). We want the polygon area to
be utilized by the nodes inside the polygon. Hence we first find
the error by subtracting the area of the convex hull of the vertices
inside a polygon from the convex hull of the polygon. We then
subtract the mean error from 1 to define𝑀6.

𝑀6 = 1 − 1
|P |

∑︁
𝑃∈P

𝑎𝑟𝑒𝑎(𝐶𝐻 (𝑃)) − 𝑎𝑟𝑒𝑎(𝑓 (𝑃))
𝑎𝑟𝑒𝑎(𝐶𝐻 (𝑃)) (8)

Here 𝑓 (𝑃) is the area of the convex hull of the nodes in 𝑃 .

5.3.7 Edge Crossing (𝑀7). This metric counts the number of pairs
of edges that properly cross in the layout. We normalize the metric
by dividing the number of crossings by the maximum possible
crossings, i.e., the number of edges squared. We subtract the value
from 1 so that a higher value indicates fewer crossings.

𝑀7 = 1 − 1
|𝐸 |2

∑︁
𝑒,𝑒′∈𝐸

𝐼 (𝑒, 𝑒′), (9)

where 𝐼 (𝑒, 𝑒′) is 1 if 𝑒 and 𝑒′ properly intersect, and 0 otherwise.

5.4 Results
Table 1 shows the performance of all methods for the Small Graphs
dataset, where the metrics are designed such that larger values are
better. Although GMap and MapSet do not produce the visualiza-
tion that we prefer for an MVG, e.g., GMap contains fragmented
polygons and MapSet contains polygons with narrow extensions,
we also report their performances. They can be seen as extreme
cases and by comparing them with the rest (SF-CBA, KMap, PCL)
we can obtain an idea of how much the performances deviate when
we incorporate group information explicitly when constructing a
graph layout. GMap and MapSet perform very well in M2 (Drawing
Area Coverage), M3 (Polygon Neighborhood Preservation), and
M5 (Stress). While M2, M3 are likely due to their compact polygon
packing, M5 is obvious as the whole graph layout already mini-
mizes Stress. When comparing these metrics with the rest (SF-CBA,
KMap, PCL), the performance degradation appears small (often
within 10%).

When comparing SF-CBA, KMap, and PCL, we see KMap and
PCL to win inM2 (Drawing Area Coverage), M3 (Polygon Neighbor-
hood Preservation), M4 (Polygon Area Realization), M6 (Polygon
Area Coverage), and M7 (Edge Crossing). This is expected for M2,
M3, M4 and M6 as both KMap and PCL produce more compact
layout than SF-CBA. KMap (and hence PCL) had high values in
M1 (Polygon Convexity), which is consistent with our understand-
ing as we have seen others to either have fragmented or irregular
polygons. PCL had higher M7, i.e., lower edge crossing, than KMap

which is due to the between-group edges that KMap does not care-
fully handle. Surprizingly, KMap had higher M5, i.e., lower stress,
which we believe due to the graphs being small and not having
too many between-group edges to produce noticeable differences
and we will see the differences later when analyzing DBLP dataset.
Table 2 shows the performances on the University Collaboration
dataset. We see the same trends as in Table 1 except for M3 (Polygon
Neighborhood Preservation) and M5 (Stress) when SF-CBA and
PCL wins over KMap, respectively. Note that this dataset has over
200 polygons, which may generate favorable scenarios for M3 and
M5 for those methods.

Figure 12 illustrates the performances onDBLP dataset. For many
metrics, we see high variability in the performances. However, for
M1 (Polygon Convexity), KMap (and hence PCL) are consistent
winners, and forM7 (Edge Crossing), PCL appears to be consistently
winning over all others. We performed a Wilcoxon paired test
to determine whether there are significant differences between
the means of various methods. For M1 (Polygon Convexity), we
observed significant difference in all pairs. KMap (and hence PCL)
had significantly higher mean than others (𝑝 < 0.01). For M7 (Edge
Crossing), we observed PCL to have a significantly higher mean
(𝑝 < 0.01) when compared with each other method. We did not find
any statistical difference for any other metric except for M1 and M7.
Although this is unfortunate, it shows the challenge of designing
metrics that would properly capture the MVG properties.

5.5 Summary
For small graphs with a few hundred edges, GMap, MapSet, and
SF-CBA are viable options for creating MVGs, as their outputs may
be readable. However, GMap often produces fragmented polygons,
MapSet tends to generate meandering polygon shapes, and SF-CBA
creates complex polygonal structures similar to GMap. For large
graphs with several thousand edges, our methods, KMap and PCL,
are currently the only approaches capable of producing readable
layouts. KMap is significantly faster than PCL, as it involves fewer
force equations to simulate, whereas PCL requires more time to
converge. Despite this, PCL excels at revealing between-group re-
lationships with fewer edge crossings while preserving polygon
convexity. Thus, PCL better achieves the desired properties of an
MVG compared to other methods. However, in applications where
visualizing between-polygon edges is not a priority, KMap offers a
more organized visualization within individual polygons than PCL.

6 CONCLUSION
We examined the problem of creating map-like visualizations for
graphs with group restrictions. The experimental results show that
both the graph structure and between-group relationships are bet-
ter captured in the visualizations created by our methods compared
to the ones available in the literature. The source code of our imple-
mentation is available here [28]. Although the methods we examine
produce layouts that visually look very different, the quantitative
metrics are not much distinctive. Designing better quantitative
metrics would be a natural direction for research.

We have deployed a system [19] to be used within the University
of Arizona (Figure 3) that visualizes the faculty collaboration graph
as an MVG where the polygons correspond to the departments.
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GMap MapSet SF-CBA KMap PCL
Mean Std Mean Std Mean Std Mean Std Mean Std

M1 (Polygon Convexity) 0.29 0.01 0.19 0.07 0.29 0.03 0.30 0.01 0.30 0.01
M2 (Drawing Area Coverage) 0.72 0.11 0.88 0.04 0.68 0.04 0.75 0.05 0.75 0.05
M3 (Polygon Neighborhood Preservation) 0.70 0.10 0.70 0.10 0.63 0.07 0.65 0.16 0.65 0.16
M4 (Polygon Area Realization) 0.92 0.02 0.93 0.02 0.94 0.02 0.98 0.00 0.98 0.00
M5 (Stress) 0.99 0.00 0.99 0.00 0.99 0.00 0.99 0.00 0.99 0.00
M6 (Polygon Area Coverage) 0.21 0.08 0.21 0.08 0.22 0.08 0.18 0.07 0.15 0.05
M7 (Edge Crossing) 0.92 0.08 0.92 0.08 0.92 0.09 0.96 0.07 0.96 0.07

Table 1: Performances for all metrics on the Small Graphs dataset. A larger value indicates better performance. The highest
values in each row among the three methods (SF-CBA, KMap, PCL) are shown in bold.

GMap MapSet SF-CBA KMap PCL
Mean Std Mean Std Mean Std Mean Std Mean Std

M1 (Polygon Convexity) 0.09 0.06 0.20 0.07 0.19 0.09 0.33 0.02 0.33 0.02
M2 (Drawing Area Coverage) 0.71 0.05 0.70 0.06 0.72 0.05 0.73 0.08 0.73 0.08
M3 (Polygon Neighborhood Preservation) 0.68 0.06 0.68 0.07 0.72 0.05 0.70 0.05 0.71 0.06
M4 (Polygon Area Realization) 0.92 0.01 0.93 0.02 0.91 0.01 0.92 0.01 0.92 0.01
M5 (Stress) 0.99 0.00 0.99 0.00 0.99 0.00 0.99 0.00 0.99 0.00
M6 (Polygon Area Coverage) 0.20 0.00 0.20 0.00 0.20 0.01 0.20 0.00 0.21 0.00
M7 (Edge Crossing) 0.92 0.04 0.91 0.04 0.91 0.05 0.92 0.02 0.96 0.02

Table 2: Performances for all metrics on University Collaboration dataset. A larger value indicates better performance. The
highest values in each row among the three methods (SF-CBA, KMap, PCL) are shown in bold.

Figure 12: The mean and standard deviation of all metrics for all methods over the DBLP co-authorship graphs dataset.
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We have had several meetings with such potential end-users to
understand the pros and cons of using MVG. We have had several
meetings with potential end-users to understand the pros and cons
of using MVG. It appears that such an MVG can act as an insti-
tutional knowledge map, which is helpful to the administrators
and research facilitators. Although MVG has its promise, there are
also challenges associated with interpreting the map. When work-
ing with end-users, we often get some natural questions: (a) Why
does a department appear at a central location of the map whereas
some others appear in the periphery? (b) Why does department
X have a smaller or larger area than department Y? (c) Does the
relative position of the departments correspond to their physical
location on campus? (d) Why are some polygons disconnected even
when there are relations among the corresponding groups? Most
of these questions are resolved when the users are explained the
map metaphor for the graph, the properties of a layout, and the sys-
tem’s attempt to automatically create country-like regions for the
departments under conflicting optimization goals. However, how
this eventually influences the user perception and interpretation is
yet to be explored. We envision full-fledged user studies on such
real-life applications of MVG in subsequent papers.

We used SF-CBA, a coarse version of CBA [21], in our evaluation
(due to the unavailability of a replication code for CBA). SF-CBA
misses the part that brings the nodes towards their original position
in the whole graph layout and moves the polygons closer together.
One could attempt to revive CBA for a better evaluation. However,
we believe due to the reliance of CBA on a whole graph layout, it
would not be able to reveal individual group structure. It would be
intriguing to create a variant of CBA that does not rely much on
the whole graph layout but focus more on group information to
construct better MVGs.
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