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Abstract—This paper proposes a new texture enhancement method which uses an image decomposition that allows different visual characteristics of textures to be represented by separate components in contrast with previous methods which either enhance texture indirectly or represent all texture information using a single image component. Our method is intended to be used as a preprocessing step prior to the use of texture-based image segmentation algorithms. Our method uses a modification of Morphological Component Analysis (MCA) which allows texture to be separated into multiple morphological components each representing a different visual characteristic of texture. We select four such texture characteristics and propose new dictionaries to extract these components using MCA. We then propose procedures for modifying each texture component and recombining them to produce a texture-enhanced image. We applied our method as a preprocessing step prior to a number of texture-based segmentation methods and compared the accuracy of the results, finding that our method produced results superior to comparator methods for all segmentation algorithms tested. We also demonstrate by example the main mechanism by which our method produces superior results, namely that it causes the clusters of local texture features of each distinct image texture to mutually diverge within the multidimensional feature space to a vastly superior degree versus the comparator enhancement methods.
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I. INTRODUCTION

The subject of this paper is the preprocessing of image texture to improve the differentiability of textures with respect to texture features. The motivation for this work is to extract greater performance from any texture-based segmentation method by establishing a general-purpose texture enhancement algorithm. The method we propose is similar in concept to the manner in which chemical staining is used in histopathology to enhance the appearance of differences in tissue composition to aid a pathologist’s assessment of a sample. Our method of enhancing texture differences is analogous to the stain and the effect of this enhancement is to make it easier for different textures to be distinguished by segmentation algorithms (analogous to aiding the pathologist). An important property of our method is that it makes no assumptions about the number and type of textures present in an image.

Some early texture enhancement methods reduce noise or artifacts in the image to highlight the textures indirectly, for example, the median filter [17] and the Weiner filter [18]. However, these conventional filters degrade the textures in addition to removing noise because of their lowpass-filter-like qualities. Discontinuity-preserving filters were developed to mitigate this issue to a certain extent, for example, the non-local means filter [7] which can smooth the noise and artifacts in the image while preserving image detail as much as possible. Wavelet-based methods, e.g. VISUShrink [9], BayesShrink [11], SUREShrink [12], were proposed to remove noise by shrinking coefficients in high-frequency sub-bands not exceeding certain thresholds, while preserving the image textures which are represented by coefficients in high-frequency sub-bands that exceed these thresholds.

Other methods enhance the textures in the image directly. Unsharp masking (UM) was proposed to improve the visual appearance of an image by emphasizing its high frequency contents [23]. However, the highpass-filter-like nature of UM causes enhancement of noise and artifacts in the image as well. The same is true of histogram equalization methods [22]. Therefore, some non-linear methods have been proposed to enhance the textures. Hong et. al. [16] proposed a texture enhancement algorithm that can improve the clarity of ridge and valley structures of fingerprint textures based on the estimated local ridge orientation and frequency. Coherence-enhancing anisotropic diffusion [30] is based on the modifications of partial differential equations (PDEs) [8] which can preserve strong discontinuities at edges while removing artifacts from smooth regions. Shock filtering [31] is a transformation of anisotropic diffusion which smooths along the coherent texture flow orientations, and reduces diffusivity at non-coherent structures which enhances textural detail.

All of the above methods enhance or suppress all of the “textural” components and “non-textural” components of the image to the same extent, thus, the quantitative difference between texture descriptors for different textures is not much altered. This occurs because all of the different textures in an image are treated as a single “texture” component alongside other non-texture components which results in any transformation to texture being applied to all textures uniformly.

In the method presented herein, it is assumed that textures consist of several different components representing different visual characteristics. By modifying these components in different ways, distinct textures become more different in terms of the descriptors used to differentiate between them. Morphological component analysis (MCA) has proven successful in decomposing images into morphologically distinct components, e.g., a smooth component, an oscillating component and noise component [4], [13], [14], [25], [32]. By filtering out
the noise component and recombining the smooth component and the oscillating component, the image variations due to noise is reduced [5]. However, these works only decompose images according to the “cartoon+texture+noise” model [5] or otherwise express texture using only a single morphological component.

In this paper, we first select some textural characteristics based on human visual perception. Then, a novel form of MCA is used to decompose textures into multiple morphological components according to these characteristics by introducing several dictionaries. The morphological components of different textures are then modified in different ways so that textures become more different with respect to these textural characteristics.

The paper is organized as follows. In section 2, we describe our MCA decomposition by texture characteristics. The specific characteristics used for our texture enhancement algorithm and their dictionaries are detailed in section 3. The modification of textures by manipulating their morphological components using local non-linear operators is explained in section 4. In section 5 the proposed method is compared with several dictionaries. The morphological components of different textures become more different with respect to these textural characteristics.

II. CHARACTERISTIC-BASED TEXTURE DECOMPOSITION USING MORPHOLOGICAL COMPONENT ANALYSIS

A texture characteristic is broadly defined any property of a texture that can be quantified. Fig. 1 shows a schematic of the proposed method to enhance textural differences by manipulating certain texture characteristics in certain ways. Intuitively, each step functions as follows:

1) the image is decomposed to several pairs of components where each pair consists of a component that strongly exhibits a particular texture characteristic and a component that weakly exhibits it, or exhibits opposite characteristics, e.g. a “coarse” component and a “fine” component;

2) the components are manipulated to enhance the texture characteristics they are meant to capture, e.g. a high-coarseness component is manipulated so that so it becomes coarser, a low-coarseness (fine) component is manipulated so that it becomes finer;

3) the manipulated components are recombined to obtain an image in which textures are more different from each other than in the original image with respect to the chosen texture characteristics.

A. MCA: Standard “Cartoon+Texture” Decomposition

In [25], morphological component analysis (MCA) was proposed to seek components of the image \( x \) by solving:

\[
\{s_1^{opt}, \ldots, s_K^{opt}\} = \arg \min_{\{s_1, \ldots, s_K\}} \sum_{k=1}^{K} \|T_k s_k\|_1 + \lambda \left\| x - \sum_{k=1}^{K} s_k \right\|_2^2,
\]

where \( s_1, \ldots, s_K \) are image components, \( T_k, k = 1, 2, \ldots, K \) are transformations employed by the \( k \)-th dictionary to represent the \( k \)-th component \( s_k \) as a “sparse” linear combination of a small number of basis elements. In [25], decomposition of the image into cartoon and texture components is the special case of Eq. 1,

\[
\{s_c^{opt}, s_t^{opt}\} = \arg \min_{\{s_c, s_t\}} \|T_c s_c\|_1 + \|T_t s_t\|_1 + \lambda \| x - s_c - s_t \|_2^2,
\]

where \( s_c \) and \( s_t \) are the cartoon and texture components, \( x \) is the image to be decomposed, \( T_c \) and \( T_t \) are transformations employed by dictionaries for representing cartoon and texture components respectively.

To solve the optimization problem Eq. 2, the following steps were implemented in [25]:

1) two dictionaries were selected first for the cartoon and texture parts of the image. The dictionaries employed transformations that represent either texture or piecewise smooth (cartoon) behaviours of the image. More details

Fig. 1. The proposed texture enhancement process. The input image undergoes \( k \) MCA decompositions (Eq. 4) using dictionaries \( T_{s,1} \) and \( T_{w,i} \) (\( i = 1, \ldots, k \)) to extract \( k \) pairs of components that strongly and weakly exhibit a particular texture characteristic. These components are manipulated (Section IV) to enhance or suppress the characteristic: in strong components, the texture characteristic is further enhanced, in weak components, the characteristic is further suppressed. The manipulated components are then recombined (Eq. 6) to form an image in which the differences between individual textures has been enhanced. Symbols \( s_{s,i} \) and \( s_{w,i} \) represent strong and weak components of the \( i \)-th characteristic respectively (\( i = 1, \ldots, k \)); \( s_{s,i}^f \) and \( s_{w,i}^f \) symbols represent manipulated components.
1. Initialize $L_{\text{max}}$, the number of iterations, and threshold $\delta = \lambda \cdot L_{\text{max}}$; $s =$ input image, $s_c = s_f = 0$. $T_c, T_i, R_c, R_i$ are the forward and inverse transforms for the dictionaries, respectively.

2. Perform $L_{\text{max}}$ times:
   - Update of $s_h$ assuming $s_l$ is fixed:
     - Calculate the residual $r = s - s_l - s_h$.
     - Calculate the transform $T_c$ of $s_h + r$ and obtain $\alpha_c = T_c(s_h + r)$.
     - Soft threshold the coefficient $\alpha_c$ with the $\delta$ threshold and obtain $\alpha_c'$.
     - Reconstruct $s_h$ by $s_h = R_c \alpha_c'$.
   - Update of $s_l$ assuming $s_h$ is fixed:
     - Calculate the residual $r = s - s_l - s_h$.
     - Calculate the transform $T_i$ of $s_l + r$ and obtain $\alpha_i = T_i(s_l + r)$.
     - Soft threshold the coefficient $\alpha_i$ with the $\delta$ threshold and obtain $\alpha_i'$.
     - Reconstruct $s_l$ by $s_l = R_i \alpha_i'$.
3. Update the thresholds by $\delta = \delta - \lambda$.
4. If $\delta > \lambda$, return to Step 2. Else, finish.

Algorithm 1

THE ALGORITHM FOR MINIMIZING EQ. 2 [25].

About candidate dictionaries were described in [24];
2) with the selected dictionaries $T_c$ and $T_i$, the Algorithm 1 was proposed to minimize Eq. 2 and seek two images $s_c$ and $s_l$ as the cartoon and texture components of the image $x$.

However, the traditional MCA cartoon + texture method (MCA-CT) described above has shortcomings:
1) the dictionaries only focused on decomposing the image into a single cartoon component and a single texture component, ignoring the fact that textures may be comprised of multiple components exhibiting diverse texture characteristics to varying degrees;
2) the dictionaries were restricted to employ multi-scale and local analysis of the image content, resulting in a quite narrow range of candidate dictionaries.

B. MCA: Decomposition by Multiple Texture Characteristics

In this paper, we improve the traditional MCA method by loosening the restrictions of dictionaries and seeking optimal parameters for those selected dictionaries, so that the image can be decomposed into different components corresponding to $k$ textural characteristics described in Section III-A by solving the following $k$ optimization problems (one for each value of $i$):

$$\{s_{s,i}^{\text{opt}}, s_{w,i}^{\text{opt}}\} = \arg \min_{\{s_{s,i}, s_{w,i}\}} \left\{ \|T_{s,i}s_{s,i}\|_1 + \|T_{w,i}s_{w,i}\|_1 \right\}$$

$$+ \|I - s_{s,i} - s_{w,i}\|_2^2,$$

(3)

where $s_{s,i}$ and $s_{w,i}$ are the components having strong and weak aspects of the $i$-th texture characteristic, $i = 1, 2, \ldots, k$, e.g. a “coarse” component and a “non-coarse” component. $T_{s,i}$ and $T_{w,i}$ are dictionaries for $s_{s,i}$ and $s_{w,i}$ respectively, and $I$ is the original image.

The selection of dictionaries in our work is directly based on the basic assumptions for MCA: for every image to be decomposed, there exists a dictionary that is highly efficient in highlighting one texture characteristic of the image and highly inefficient in highlighting other texture characteristics. Therefore, in this paper, the dictionaries are not restricted to transformations employing multi-scale local analysis and synthesis of the image content. Instead we permit transformations, including local spatial filters, that preserve image regions that strongly exhibit a texture characteristic and remove regions that weakly exhibit that characteristic (or vice versa), e.g. a transformation that filters out areas of fine texture while preserving areas of coarse texture.

The dictionaries used in our method (described in Section III) have adjustable parameters so that the performance of decomposition can be more consistent for different images than the traditional MCA. To allow for the additional optimization of dictionary parameters, Eq. 3 is modified to:

$$\{s_{s,i}^{\text{opt}}, s_{w,i}^{\text{opt}}, T_{s,i}^{\text{opt}}, T_{w,i}^{\text{opt}}\} = \arg \min_{\{s_{s,i}, s_{w,i}, T_{s,i}, T_{w,i}\}} \left\{ \|T_{s,i}s_{s,i}\|_1 + \|T_{w,i}s_{w,i}\|_1 + \|I - s_{s,i} - s_{w,i}\|_2^2 \right\}$$

(4)

where $T_{s,i}^{\text{opt}}$ and $T_{w,i}^{\text{opt}}$ are the transformations or local spatial filters used as dictionaries for components corresponding to strong and weak aspects of $i$-th characteristic, respectively, whose parameters have been optimized. Algorithm 2 is proposed to solve the optimization problem in Eq. 4 to seek components $s_{s,i}$ and $s_{w,i}$ as well as the parameters of dictionaries $T_{s,i}$ and $T_{w,i}$. In Algorithm 2, $\mu_{s,i}$ and $\mu_{w,i}$ are the parameter sets of the dictionaries $T_{s,i}$ and $T_{w,i}$ respectively. $L_{\text{max}}$ is the maximum number of iterations of decomposition. The parameters in $\mu_{s,i}$ and $\mu_{w,i}$ are decreased uniformly over each iteration to 0 till obtaining the optimizing results. The initial values for the parameters of every dictionary are listed in Table I. Note that the decomposition for each texture characteristic is independent of the others so that any number of texture characteristics may be used as desired. Details about the dictionaries used in our method are discussed in Section III.

C. Manipulation of the image components

After decomposing the image into pairs of strong and weak texture characteristic components, these components are manipulated to enhance the texture characteristics they are meant to capture. In general,

$$s_{s,i}' = f_{s,i} (s_{s,i})$$
$$s_{w,i}' = f_{w,i} (s_{w,i})$$

(5)

where $s_{s,i}$ and $s_{w,i}$ are the components respectively exhibiting strong and weak aspects of the $i$-th texture characteristic, $i = 1, 2, \ldots, k$, $s_{s,i}'$ and $s_{w,i}'$ are the manipulated strong and weak characteristic components, and $f_{s,i}$ and $f_{w,i}$ are the manipulation functions used to enhance the texture components $s_{s,i}$ and $s_{w,i}$ respectively. More details about the design of $f_{s,i}$ and $f_{w,i}$ are discussed in Section IV.

D. Re-combination of the manipulated components

After manipulating every component to enhance its own properties, the components are re-combined in to a final texture-enhanced image $I'$ as follows:

$$I' = \frac{1}{k} \sum_{i=1}^{k} (s_{s,i} + s_{w,i}')$$

(6)
1. Initialize the number of iterations $L_{\text{max}}$, the parameters $\mu_{s,i}$ and $\mu_{w,i}$ of the dictionaries $T_{s,i}$ and $T_{w,i}$, $\delta = \lambda \cdot L_{\text{max}}$, threshold for stopping decomposition, and $\phi$ is a threshold for updating parameters of dictionaries. $s_{s,i} = s_{w,i} = 0$.
2. Perform $L_{\text{max}}$ times:
   - Update of $s_{s,i}$ assuming $s_{w,i}$ is fixed:
     - Calculate the residual $r = I - s_{s,i} - s_{w,i}$.
     - Calculate the transformation $T_{s,i}$ of $s_{s,i} + r$ and obtain $s_{s,i} = T_{s,i}(s_{s,i} + r)$.
     - Calculate $d = \|s_{s,i} - s_{w,i}\|$.
     - If $d > \phi$, update $T_{s,i}$ by updating $\mu_{s,i}$ with $\mu_{s,i} = \mu_{s,i} + \frac{\mu_{s,i}}{L_{\text{max}}}$.
     - Else, $\mu_{s,i}$ keep the same values.
   - Update $s_{s,i}$ with $s_{s,i}$.
   - Update of $s_{w,i}$ assuming $s_{s,i}$ is fixed:
     - Calculate the residual $r = I - s_{w,i} - s_{s,i}$.
     - Calculate the transformation $T_{w,i}$ of $s_{w,i} + r$ and obtain $s_{w,i} = T_{w,i}(s_{w,i} + r)$.
     - Calculate $d = \|s_{w,i} - s_{s,i}\|$.
     - If $d > \phi$, update $T_{w,i}$ by updating $\mu_{w,i}$ with $\mu_{w,i} = \mu_{w,i} + \frac{\mu_{w,i}}{L_{\text{max}}}$.
     - Else, $\mu_{w,i}$ keep the same values.
   - Update $s_{w,i}$ with $s_{w,i}$.
3. Update the threshold by $\delta = \delta - \lambda$.
4. If $\delta > \lambda$, return to Step 2. Else, finish.

Algorithm 2
THE ALGORITHM FOR MINIMIZING EQ. 4.

where $s'_{s,i}$ and $s'_{w,i}$ are calculated in Eq. 5 as the manipulated strong and weak characteristic components respectively, and $k$ is the total number of characteristics used for image decomposition.

In the next section we describe the specific texture characteristics we used in our texture enhancement algorithm and their corresponding dictionaries.

III. PROPOSED TEXTURE CHARACTERISTICS AND THEIR
DICANIONARYS

As discussed in Sec. II-B, the two key points in decomposing the image according to texture characteristics are: 1) the selection of texture characteristics and 2) the selection of filters used as dictionaries which we now proceed to describe in detail.

A. Texture Characteristics

Human visual perceptual characteristics were selected for our MCA framework because they describe the texture closely to how human beings perceive the texture leading to intuitive morphological components. The following characteristics from Tamura descriptor [26] were selected as the basis of decomposition:

1) coarseness: a measure of the number of edges in a local square neighbourhood of radius;
2) contrast: a measure of the variance of the intensities of the pixels in a local window;
3) directionality: a measure of the mean edge direction in a local window;
4) line-likeness: a measure of the variance of the edge direction in a local window;

For each of the above characteristics, we propose a pair of dictionaries to represent the strong and weak characteristic components, e.g., for the characteristic of coarseness, the image is decomposed to coarse (strong) and fine (non-coarse, weak), components.

B. Dictionaries of each characteristic

The dictionaries $T_{s,i}$ and $T_{w,i}$ in Eq. 4 are proposed in this section. With the same principle of the dictionary selection in the standard MCA, the dictionaries proposed in this paper should satisfy: 1) they can highlight the components corresponding to a certain texture characteristic, and 2) they are insensitive to the other texture characteristics.

![Decomposition of a textural image by different characteristics](image)

Fig. 2. Decomposition of a textural image by different characteristics. Rows: pairs of textures with strong and weak characteristics – coarseness (coar), contrast (con), directionality (dir) and line-likeness (ll). Columns: input image (left), components of input images with strong characteristics (middle), components of input images with weak characteristics (right).

1) Dictionaries for coarseness: Coarseness quantifies the number of edges in the local texture. Therefore, decomposing a texture into the coarse component and the fine component is to look for dictionaries corresponding to regions with few strong texture edges and regions with many weak texture edges, respectively.

Bilateral filtering [27] is used as the dictionary $T_{s,1}$ to highlight the coarse component since it can remove small-scale elements from the image:

$$T_{s,1}(I(x)) = \frac{1}{K} \sum_{\xi \in S} I(\xi) \cdot e^{-\frac{1}{2}\left(\frac{1}{\sigma_d} - \frac{1}{\sigma_d}\right)^2 \cdot e^{-\frac{1}{2}\left(\frac{1}{\sigma_r} - \frac{1}{\sigma_r}\right)^2}},$$

(7)

where $x$ is the center pixel in the neighbourhood $S$, $I(x)$ and $I(\xi)$ denote the intensity of center and the nearby pixels in the neighbourhood. The spatial and spectral bandwidths, $\sigma_d$ and $\sigma_r$, comprise the parameter set $\mu_{s,1} = [\sigma_d, \sigma_r]$ for this dictionary.

By applying $T_{s,1}$ to the image, the coarse textures will be enhanced while fine textures will be suppressed because the
weak edges \((|I(\xi) - I(x)|) \approx 0\) are removed while strong edges \((|I(\xi) - I(x)|)\) are preserved.

Comparing an example image and its strongly-coarse component (Fig. 2(a2) and 2(c1), respectively), it can be seen that the strong edges are preserved while the regions surrounded by these edges are smoothed to preserve only basic texture structure.

Conversely, the dictionary \(T_{w,1}\) corresponding to the low coarseness (fine) texture component needs to weaken the strong edges while preserving the weak edges. We use wavelet thresholding [11] by transforming the coefficients as follows:

\[
T_{w,1}(I) = \text{idwt}(\Psi'),
\]

\[
= \text{idwt}(I),
\]

where \(\text{idwt}(\cdot)\) and \(\text{idwt}(\cdot)\) are forward and inverse discrete wavelet transform respectively, using the Symlet 4 wavelet. The wavelet coefficients \([\Psi_a, \Psi_h, \Psi_v, \Psi_d] \in \Psi\) (approximation, horizontal, vertical, diagonal) of the input image \(I\) are filtered with the soft thresholding method in [11] to \([\Psi_a', \Psi_h', \Psi_v', \Psi_d'] \in \Psi'\) as follows:

\[
\Psi'(x, y) = \begin{cases} 
\Psi(x, y) & \text{if } |\Psi_h(x, y)| < \delta_h \land |\Psi_v(x, y)| < \delta_v \land |\Psi_d(x, y)| < \delta_d \\
\Psi(x, y) - \lambda & \text{otherwise}
\end{cases}
\]

where \(\Psi_h(x, y), \Psi_v(x, y)\) and \(\Psi_d(x, y)\) are coefficients values at \((x, y)\) in horizontal, vertical and diagonal sub-bands before wavelet thresholding. The thresholds for each wavelet sub-band, \(\delta_h, \delta_v\) and \(\delta_d\) comprise the parameter set \(\mu_{w,1} = [\delta_h, \delta_v, \delta_d]\). The fine textures are preserved because only the weak edges with small magnitudes of high-frequency coefficients are not weakened, while coarse textures are removed because the magnitudes of wavelet coefficients corresponding to strong edges are decreased. The low-coarseness (fine) component of our example image is shown in Fig. 2(a3).

2) Dictionaries for contrast: Contrast measures the variance of the grey scale intensities in a local area. Two dictionaries were chosen to represent either textures with high or low coherence of the grey scale intensities in a local area. Two dictionaries for contrast are chosen:

The component of our example image is shown in Fig. 2(a3).

\[
\begin{align*}
T_{w,2}(I(x)) & = I(x) + \frac{1}{|S|} \sum_{\xi \in S} c(\nabla I(\xi)) \nabla I(\xi) \\
c(\nabla I(\xi)) & = e^{-\left(\frac{(\nabla I(\xi))^2}{2\sigma^2}\right)},
\end{align*}
\]

where \(I(x)\) is the pixel intensity of image \(I\) at \(x, S\) is the neighbourhood centred at \(x, \xi\) denotes the neighbouring pixels in \(S, |S|\) is the number of pixels in the neighbourhood, \(\nabla I(\xi) = I(\xi) - I(x)\), \(\forall \xi \in S\). \(k\) is the only parameter, thus, \(\mu_{w,2} = [k]\).

By applying \(T_{w,2}\) to the image, the low-contrast parts where \(|\nabla I(\xi)|\) quite small won’t change much because \(c(|\nabla I(\xi)|) \approx 1\), while the high-contrast parts will be smoothed and reduced in contrast because in such regions AD behaves as isotropic diffusion (Gaussian filtering).

For the high-contrast components, we propose a modification of AD, which we call “anisotropic shrink”, as the dictionary representing high-contrast components:

\[
T_{w,2}(I(x)) = I(x) + \frac{1}{|S|} \sum_{\xi \in S} c(\nabla I(\xi)) \nabla I(\xi)
\]

\[
c(\nabla I(\xi)) = 1 - e^{-\left(\frac{(\nabla I(\xi))^2}{k}\right)},
\]

where the notations denote the same as those in Eq. 10. Again \(k\) is the only parameter, so \(\mu_{w,2} = [k]\).

By applying \(T_{w,2}\) to the image, the high-contrast parts where \(|\nabla I(\xi)|\) are large will be enhanced because \(c(|\nabla I(\xi)|) \approx 1\), which implies \(T_{w,2}(I(x)) \approx I(x) + |\nabla I(\xi)|\), while the low-contrast parts where \(|\nabla I(\xi)|\) is small remain relatively unchanged same because \(c(|\nabla I(\xi)|) \approx 0\) which implies \(T_{w,2}(I(x)) \approx I(x)\). The result is that the high-contrast regions of the input image are highlighted.

3) Dictionaries for directionality: Directionality of texture measures the orientation of the local texture. Though the orientation of texture could be anywhere in the range from 0 to \(\pi\), we decompose the texture into only the horizontal component and the vertical component because any orientation can be considered as combination of horizontal and vertical direction. There is no obvious notion of “strong” or “weak” directionality, but for the sake of consistent nomenclature, we call the horizontal component the “strong” component, and the vertical component the “weak” component, or equivalently, “strongly horizontal” and “weakly horizontal”. The decomposition by directionality of our example image is shown in Fig. 2(c1), 2(c2) and 2(c3).

To decompose the texture into horizontal and vertical components, we apply the wavelet thresholding based on the stationary wavelet transform (SWT) [28] since it can preserve more details in the high frequency subbands so that more small texture edges can be retained. As shown as Eq. 12 and Eq. 13, coefficients in different sub-bands are preserved to different extents so that the texture is decomposed into components representing different directions:

\[
T_{w,3}(I) = \text{iswt}(\Psi')
\]

\[
= \text{iswt}(I),
\]

where \(\text{iswt}(\cdot)\) and \(\text{iswt}(\cdot)\) are forward and inverse stationary wavelet transform respectively, the wavelet coefficients \([\Psi_a, \Psi_h, \Psi_v, \Psi_d] \in \Psi\) (approximation, horizontal, vertical, diagonal) of the input image \(I\) are filtered with the soft thresholding method in [11] to \([\Psi_a', \Psi_h', \Psi_v', \Psi_d'] \in \Psi'\) as follows:

\[
\Psi'(x, y) = \begin{cases} 
\Psi(x, y) & \text{if } |\Psi_h(x, y)| > \theta_h \\
0 & \text{otherwise}
\end{cases}
\]

where \(a, h, v, d\) represents the wavelet coefficients of the SWT. \(\theta_h\) comprises the parameter set \(\mu_{w,3} = [\theta_h]\), controlling which coefficients need to be removed. Only the horizontal textures where the magnitudes of the horizontal wavelet coefficients are larger than the threshold \(|\Psi_h(x, y)| > \theta_h\) are highlighted while other textures are removed from the image. Similar methods are applied to highlight the vertical textures in the image as the dictionary for “weak” component:

\[
T_{w,3}(I) = \text{iswt}(\Psi')
\]

\[
= \text{iswt}(I),
\]

where \(\text{iswt}(\cdot)\) and \(\text{iswt}(\cdot)\) are forward and inverse stationary wavelet transform respectively, the wavelet coefficients \([\Psi_a, \Psi_h, \Psi_v, \Psi_d] \in \Psi\) (approximation, horizontal, vertical, diagonal) of the input image \(I\) are filtered with the soft thresholding method in [11] to \([\Psi_a', \Psi_h', \Psi_v', \Psi_d'] \in \Psi'\) as follows:

\[
\Psi'(x, y) = \begin{cases} 
\Psi(x, y) & \text{if } |\Psi_v(x, y)| > \theta_v \\
0 & \text{otherwise}
\end{cases}
\]
where all the parameters are defined same as those in Eq. 12 and Eq. 13. And similarly \( \theta_o \) is the parameter in the parameter set \( \mu_{w,3} = [\theta_o] \), controlling which coefficients need to be removed. Only the vertical textures where the magnitudes of the vertical wavelet coefficients are larger than the threshold \( (|\Psi_v (x, y)| > \theta_v) \) are highlighted while other textures are removed from the image.

4) Dictionaries for line-likeness: The decomposition based on line-likeness requires two dictionaries corresponding to textures with very similar, and very different direction in every local region, respectively. We propose 2 transformations based on image gradients as dictionaries \( T_{s,4} \) and \( T_{w,4} \) to represent these two types of textures:

\[
T_{s,4} (I (x, y)) = \begin{cases} 
I (x, y) & \text{if } d (x, y) < \delta_{\text{simi}} \\
I (x, y) \cdot (1 - d (x, y)) & \text{otherwise} \\
\end{cases}
\]

\[
T_{w,4} (I (x, y)) = \begin{cases} 
I (x, y) & \text{if } d (x, y) > \delta_{\text{simi}} \\
I (x, y) \cdot d (x, y) & \text{otherwise} \\
\end{cases}
\]

(16)

where \( d (x, y) \) measures the standard deviation (std) of the gradient magnitudes \( g (\xi) \) in the neighbourhood \( N \). Since we need to separate the texture into components having similar but not identical direction, the pixel gradients \( g (\xi) \) are quantized into 4 directions \( 0^\circ, 45^\circ, 90^\circ \) and \( 135^\circ \) representing horizontal, vertical and diagonal directions respectively. The threshold \( \delta_{\text{simi}} \) comprises both parameter sets \( \mu_{s,4} = [\delta_{\text{simi}}] \) and \( \mu_{w,4} = [\delta_{\text{simi}}] \) for the line-like and non-line-like dictionaries respectively.

By applying the transformation \( T_{s,4} \) to the image, the line-like regions where the standard deviation \( d \) is lower than the threshold \( \delta_{\text{simi}} \) are preserved while the non-line-like regions where the standard deviation of gradients are larger than the threshold are removed. Conversely, the transformation \( T_{w,4} \) preserves regions where the standard deviation of gradients is large.

A decomposition of our example image by line-likeness is shown in Fig. 2(c1), 2(d2) and 2(d3).

5) Analysis of the insensitivity: Above, we discussed how the proposed transformations highlight the components corresponding to the certain texture characteristics. In this section, we apply the transformations to the components with the opposite texture characteristics, that is, we apply the dictionaries for the weak component of a texture characteristic to the strong component, and vice versa. As shown in Fig. 3, this yields results either nearly to entirely untextured (Fig. 3a, (2b), (2c), (2e), (2f), (2g) and (2h)) or only having slight changes from the original component (Fig. 3d)). It proves that the proposed transformations cannot represent the other texture characteristics, therefore they can be used as dictionaries discriminating different textures.

6) Summary: All the filters or transformations used as the dictionaries according to different characteristics are summarized in Table I. The value of \( \phi \) used in Algorithm 2 was 0.05 for all texture characteristics. With the proposed dictionaries, the image is decomposed into pairs of components according to different characteristics. In the next section we describe the manipulation of these components so that the individual texture in the output image will be more distinct from each other.

IV. TEXTURE MANIPULATION

In Section III, the input image is decomposed into \( s_{s,i} \) and \( s_{w,i} \) according to 4 specific texture characteristics, where \( i = 1, 2, 3, 4 \) represent coarseness, contrast, directionality and line-likeness respectively. By modifying each of the individual texture components described in Section II-B and recombining them, the textures can be manipulated to be more different with respect to the specific characteristics represented by the modified components. In this section, we describe the various manipulations that are applied to transform the components.

A. Manipulations for the coarseness-decomposed components

To enhance the coarse component, \( s_{s,1} \), we found that the NL-means filter works well because weak edges are further suppressed, enhancing texture coarseness.

For the enhancement of the fine component, \( s_{w,1} \), we need to increase the number of edges because the coarseness is defined as the number of edges in a neighbourhood. The sticks filter [21] with stick length 5 was applied to transform the component because of its success in line and boundary detection. Most edges, even weak ones, can be detected and enhanced by sticks filter. Therefore, the fineness of the fine-texture component will be increased.

Fig. 4(a1) and 4(a2) show an example of coarse component enhancement; Fig. 4(b1) and 4(b2) demonstrate fine component enhancement.

B. Manipulations for the contrast-decomposed components

To enhance the high-contrast component \( s_{s,2} \), we propose to use Laplacian filtering and median filtering together to increase the contrast as follows:

\[
s'_{s,2} = s_{s,2} + \text{medfilt} (|\nabla^2 (s_{s,2})|)
\]

(18)

where \( |\nabla^2 (\cdot)| \) is a \( 5 \times 5 \) Laplacian filter, and \( \text{medfilt}(\cdot) \) is a \( 3 \times 3 \) median filter. The magnitude of the Laplacian is high in areas where intensity change is strongly non-linear. These magnitudes are then tempered by the median filter and added back into the original texture increasing the contrast of already high-contrast neighbourhoods.

For the low-contrast component \( s_{w,2} \), we need to decrease local intensity diversity for the already low-contrast regions. We propose a piece-wise power-law transformation with two thresholds \( T_1 \) and \( T_2 \) as:

\[
s'_{w,2}(i) = \begin{cases} 
(s_{w,2}(i))^{\gamma_1} \cdot T_1, & \text{if } s_{w,2}(i) < T_1 \\
(s_{w,2}(i) - T_1)^{\gamma_2} \cdot (T_2 - T_1) + T_1, & \text{if } T_1 \leq s_{w,2}(i) < T_2 \\
(s_{w,2}(i) - T_2)^{\gamma_2} \cdot (1 - T_2) + T_2, & \text{if } s_{w,2}(i) \geq T_2
\end{cases}
\]

(19)

where \( \gamma_1 > 1 \) and \( 0 < \gamma_2 < 1 \), \( T_1 = 0.35 \), and \( T_2 = 0.85 \). This compresses the intensities of the darkest and brightest pixels, which reduces overall contrast. Examples of high- and low-contrast component enhancement are shown in Fig. 4(c1) and 4(e2), and Fig. 4(d1) and 4(d2), respectively.
Fig. 3. Example of transforming each component in Fig. 2 by dictionaries corresponding its opposite characteristic. Top: image texture components resulting from MCA decomposition; Bottom: components transformed by the dictionary chosen for the opposite characteristic (e.g. coarse image is transformed by the fine dictionary). Columns: image components according to different characteristics. (a) and (b) are the coarseness components, (c) and (d) are the contrast components, (e) and (f) are the directionality components, (g) and (h) are the line-likeness components.

Fig. 4. Example manipulation of each component. Rows: image components before and after manipulation. Columns: image components according to different characteristics. (a) and (b) are according to coarseness, (c) and (d) are according to contrast, (e) and (f) are according to directionality, (g) and (h) are according to line-likeness. Parameters used for enhancement: $T_1 = 0.35$, $T_2 = 0.85$, $\gamma_1 = 1.5$, $\gamma_2 = 0.5$.

### C. Manipulations for the directionality-decomposed components

Intuitively, directionality is enhanced by making the horizontal component more horizontal, and the vertical component more vertical. The SWT was used because it can represent textures of different directions in different sub-bands [28]. Since the wavelet coefficients in one sub-band represent intensity variation in a specific direction, they are independent of the coefficients in other sub-bands. The horizontal morphological component $s_{s,3}$ was manipulated as:

$$s'_{s,3} = \text{iswt}(\omega'_{s,3,h}, \omega'_{s,3,v}, \omega'_{s,3,d}),$$

where $\text{iswt}(\cdot)$ is the inverse SWT transform, $\omega'_{s,3,h}$, $\omega'_{s,3,v}$ and $\omega'_{s,3,d}$ are the horizontal, vertical and diagonal SWT coefficients of the horizontal morphological component $s_{s,3}$:

$$[\omega'_{s,3,h}, \omega'_{s,3,v}, \omega'_{s,3,d}] = \text{swt}(s_{s,3}),$$

where $\text{swt}(\cdot)$ denotes the forward SWT transform, and the coefficients are manipulated as:

$$\omega'_{s,3,h} = a \cdot \omega_{s,3,h},$$
$$\omega'_{s,3,v} = 0,$$
$$\omega'_{s,3,d} = \omega_{s,3,d}$$
where $a$ is the amplifying coefficient which was set to 1.5 in experiments. For the vertical morphological component $\alpha_{w,3}$, we amplified the vertical wavelet coefficients $\omega_{w,3,v}$ and set the horizontal wavelet coefficients $\omega_{w,3,h}$ to zero. Fig. 4(e1) and 4(e2) show an example of horizontal directionality enhancement; Fig. 4(f1) and 4(f2) show an example of vertical directionality enhancement.

D. Manipulations for the line-likeness-decomposed components

We make use of adaptive histogram equalization [22] to enhance the line-like component because it increases the intensity contrast, making the line or boundary between different primitives more obvious, while decreasing the intensity contrast between two texture elements with very similar intensities, and removing very weak edges. In the experiment, we set the filtering window size as $8 \times 8$ and the contrast enhancement limit as 0.01, showing in Table II. As a result, the line-likeness of the line-like component will be increased as shown in Fig. 4(g1) and 4(g2).

For the non-line-like component, $s_{w,A}$, we apply the power-law transform with $\gamma > 1.0$:

$$s'_{w,A} = (s_{w,A})^{\gamma}$$

(22)

where $s_{w,A}$ is the non-line-like component. In our experiments we used $\gamma = 1.5$. Therefore, boundaries and the local contrast are suppressed and the line-likeness of the non-line-like component will be further decreased, as shown in Fig. 4(h1) and 4(h2).

Table II summarizes the manipulation methods for each component and the selection of the parameters. After recombination of these manipulated components $s'_{w,i}$ and $s'_{w,j}$ as in Eq. 6, the textures in the resulting image are more different with respect to the chosen texture characteristics. However, as shown in Fig. 5, textures are not degraded but are instead enhanced to accentuate their own properties.

![Input image, manipulated image, and "difference" image](image)

(a) input image | (b) manipulated image | (c) "difference" image

Fig. 5. Manipulated image after recombining the manipulated components in Fig. 4. (a) is the input image as shown in Fig. 4(c1); (b) is the manipulated image after decomposition, manipulation and recombination; (c) shows the intensity differences between the input and manipulated image which was converted to a signed colour-mapped image to highlight the location and magnitude of intensity changes from (a) to (b).

V. EXPERIMENTS AND ANALYSIS

A. Experimental images and comparator methods

The proposed method is tested and evaluated on synthetic textural images and real-world images containing different textures. The synthetic images are synthesized by combining textures from the Brodatz texture database [6] and the SIPI texture database [2]. The real-world images and their ground truth are from the Berkeley segmentation dataset [1]. Fig. 6 shows several sample images.

The performance of the proposed method is measured by comparing the results from different texture-based segmentation methods applied to the textures modified by different methods. The following texture-enhanced methods are used as comparators:

1) VISUShrink [9] (VISU), which enhances texture by removing noise via shrinking wavelet coefficients in high-frequency sub-bands not exceeding certain thresholds;
2) the traditional “cartoon+texture” MCA-based filtering [5] (MCA-CT), which separates the image into 3 parts: cartoon, texture, and noise components, then recombines only the cartoon and texture parts, which eliminates the detected noise and enhances texture;
3) unsharp masking [23] (UM) which enhances texture by emphasizing its high frequency contents;
4) shock filtering [31] (SHK), which smooths along the coherent texture flow orientations and reduces diffusivity at non-coherent structures, which enhances texture details; and
5) the coherence-enhancing diffusion filtering [30] (CDF), which preserves strong discontinuities at edges while removing artifacts from smooth regions, so that image textures are enhanced.

The comparator methods were selected to include at least one representative of each of the major types of texture enhancement methods discussed in Section I. To further measure the performance of the manipulation of the texture components proposed in this paper, we also use the MCA with proposed dictionaries but no manipulation of the components prior to recombination (MCA-NM) as another comparator to demonstrate the manipulations are central to the success of our method. Image segmentation tests were carried out as follows:

1) the test images were enhanced as described in Sections II, III, and IV, as well as with each of the comparator methods listed above;
2) Tamura features, consisting of the four specific char-
characters: coarseness, contrast, directionality and line-likeness, were extracted from the $15 \times 15$ neighbourhood of every pixel of each original test image, and each enhanced test image from each enhancement method to create feature maps;

3) the feature maps were segmented using various segmentation methods: (1) mean-shift [10], (2) k-means clustering [15], (3) Gaussian mixture model [3] (GMM), and (4) adaptive thresholding [19];

4) the segmentation accuracy of each segmentation of each original and each enhanced test image was computed by comparing the segmented result with the ground truth using the metric:

$$c = \frac{\left| \left\{ S(x,y) \mid S(x,y) = G(x,y) \right\} \right|}{N},$$

(23)

where $S$ denotes the segmented label image, $G$ represents the ground truth label image, and $N$ is the total number of the pixels in the image;

5) the segmentation accuracy of the test images before and after enhancement were compared to evaluate the effect of different texture enhancement methods on segmentation accuracy;

### B. Results for segmenting synthetic images

Fig. 7 shows the results of segmentation by various segmentation algorithms of an example synthetic image after texture enhancement by VISUShrink (VISU), unsharp masking (UM), shock filtering (SHK), coherence-enhancing diffusion (CDF), “cartoon+texture” MCA filtering (MCA-CT), the “texture characteristic” MCA filtering without manipulation (MCA-NM) and the proposed method (proposed). The VISU and MCA-CT filter preserve the significant textures well but degrade the weak textures because they separate them as noise. The shock filter can enhance the texture edges well but it breaks some smooth regions. The coherence-enhancing diffusion changes the shapes of the textures a lot by merging the small smooth regions close to each other. The unsharp masking can enhance the texture, especially the local contrast of the texture very well, but it creates unwanted edge effects at the same time. Moreover, since all these methods process the textures as a single “texture” component, all the different textures in the image are enhanced to the same extent. Differently, the proposed method can enhance different textures to different extents with respect to their own properties because it separates the textures into components representing different visual characteristics and modifies these components in different ways. As a result, the proposed texture enhancement method results in higher segmentation accuracy than other enhancement methods for every segmentation algorithm. Table III shows the average performance of our method and comparator texture enhancement methods in combination with various segmentation algorithms over 150 synthetic images.

### C. Results for segmenting real-world images

Fig. 8 shows the transformation and segmentation of an example real-world image after texture enhancement by the same methods as those in Sec. V-B. Use of the proposed method prior to segmentation results in higher segmentation accuracy than other enhancement methods for every segmentation algorithm. Table IV shows the average performance of our method and comparator texture enhancement methods in combination with various segmentation algorithms over 50 images.

### D. Discussion

The reason for the superior performance of our method is because for the given textures in an image, the clusters of local texture characteristic vectors for different textures are moved in a mutually divergent manner – a property not possessed by the comparator methods. We demonstrate this property using the four-texture image shown in Fig. 9.

![Four textures example](image)
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**Table II**

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Filters or transformations used to manipulate components and the selection of parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarseness</td>
<td>NL-means filter</td>
</tr>
<tr>
<td>Contrast</td>
<td>Laplacian Filter, Median Filter</td>
</tr>
<tr>
<td>Directionality</td>
<td>SWT enhancing</td>
</tr>
<tr>
<td>Line-likeness</td>
<td>Adaptive histogram equalization</td>
</tr>
</tbody>
</table>

**Table II** Filters or transformations used to manipulate components and the selection of parameters. The manipulations are proposed in Sec. IV.
Fig. 7. Segmentation results for different enhanced images by different segmentation methods. Rows: image segmented by different segmentation methods. Columns: images enhanced by different enhancement methods: without manipulation (original), unsharp masking (UM), VISUShrink (VISU), MCA-based filter (MCA-CT), coherence-enhancing diffusion (CDF), shock filter (SHK), the "texture characteristic" MCA filtering without manipulation (MCA-NM) and the proposed method. The segmentation accuracy $c$ is calculated by Eq. 23. The best result in each row is given in boldface.

**TABLE III**

<table>
<thead>
<tr>
<th></th>
<th>original</th>
<th>UM</th>
<th>VISU</th>
<th>MCA-CT</th>
<th>CDF</th>
<th>SHK</th>
<th>MCA-NM</th>
<th>proposed</th>
<th>MCA-CCD</th>
<th>MCA-CCL</th>
<th>MCA-CDL</th>
<th>MCA-CONDLP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Thresholding</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>78.76%</td>
<td>85.75%</td>
<td>78.65%</td>
<td>85.35%</td>
<td>88.12%</td>
<td>88.36%</td>
<td>91.16%</td>
<td><strong>93.24%</strong></td>
<td>86.85%</td>
<td>85.43%</td>
<td>85.39%</td>
<td>83.66%</td>
</tr>
<tr>
<td><strong>K-means</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>85.52%</td>
<td>92.90%</td>
<td>80.76%</td>
<td>90.14%</td>
<td>87.54%</td>
<td>91.46%</td>
<td>90.35%</td>
<td><strong>95.46%</strong></td>
<td>82.18%</td>
<td>82.98%</td>
<td>81.50%</td>
<td>82.53%</td>
</tr>
<tr>
<td><strong>Mean-shift</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>91.54%</td>
<td>94.65%</td>
<td>94.68%</td>
<td>92.06%</td>
<td>90.78%</td>
<td>92.38%</td>
<td>95.77%</td>
<td><strong>96.80%</strong></td>
<td>90.25%</td>
<td>89.46%</td>
<td>87.70%</td>
<td>87.15%</td>
</tr>
<tr>
<td><strong>GMM</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>88.78%</td>
<td>91.86%</td>
<td>89.48%</td>
<td>91.25%</td>
<td>89.68%</td>
<td>91.76%</td>
<td>92.43%</td>
<td><strong>94.75%</strong></td>
<td>89.98%</td>
<td>85.65%</td>
<td>86.22%</td>
<td>88.83%</td>
</tr>
</tbody>
</table>

**TABLE IV**

<table>
<thead>
<tr>
<th></th>
<th>original</th>
<th>UM</th>
<th>VISU</th>
<th>MCA-CT</th>
<th>CDF</th>
<th>SHK</th>
<th>MCA-NM</th>
<th>proposed</th>
<th>MCA-CCD</th>
<th>MCA-CCL</th>
<th>MCA-CDL</th>
<th>MCA-CONDLP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Thresholding</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>94.76%</td>
<td>82.37%</td>
<td>94.15%</td>
<td>94.85%</td>
<td>82.65%</td>
<td>82.97%</td>
<td>92.64%</td>
<td><strong>95.15%</strong></td>
<td>93.86%</td>
<td>93.20%</td>
<td>91.18%</td>
<td>90.55%</td>
</tr>
<tr>
<td><strong>K-means</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>91.48%</td>
<td>83.45%</td>
<td>92.24%</td>
<td>94.52%</td>
<td>82.34%</td>
<td>83.75%</td>
<td>93.27%</td>
<td><strong>94.85%</strong></td>
<td>85.54%</td>
<td>80.28%</td>
<td>80.11%</td>
<td>82.45%</td>
</tr>
<tr>
<td><strong>Mean-shift</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>84.64%</td>
<td>84.91%</td>
<td>91.75%</td>
<td>91.65%</td>
<td>84.43%</td>
<td>84.81%</td>
<td>91.80%</td>
<td><strong>92.77%</strong></td>
<td>92.42%</td>
<td>89.71%</td>
<td>90.07%</td>
<td>88.60%</td>
</tr>
<tr>
<td><strong>GMM</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>94.56%</td>
<td>83.44%</td>
<td>90.48%</td>
<td>91.44%</td>
<td>93.51%</td>
<td>91.77%</td>
<td>94.38%</td>
<td><strong>95.55%</strong></td>
<td>93.95%</td>
<td>92.24%</td>
<td>92.66%</td>
<td>93.89%</td>
</tr>
</tbody>
</table>
in Fig. 8 in a local window of size $15 \times 15$ about each pixel; this was done for both the original image, and the image after processing with our proposed MCA-based texture enhancement method. This resulted in four clusters of four-dimensional vectors for the original image (“before” clusters) and four clusters for the processed image (“after” clusters). We then computed the Mahalanobis distance between each “before” cluster mean and each other “before” cluster, resulting in twelve Mahalanobis distances $d_{i \text{before}}$, $i = 1, \ldots, 12$. These 12 Mahalanobis distances are illustrated on the right side of Fig. 9. The same was done for the “after” clusters, resulting in twelve Mahalanobis distances $d_{i \text{after}}$, $i = 1, \ldots, 12$, with the mean-cluster pairs indexed by $i$ in the same order as for the “before” images. Finally, we computed the difference between the “before” and “after” Mahalanobis distances for each mean-clusters pairing:

$$D_i = d_{i \text{after}} - d_{i \text{before}}, \quad i = 1, 2, \ldots, 12. \quad (24)$$

Mahalanobis distance [20] measures the distance between a point and a cluster of points normalized with respect to the spread of the distribution of points in the cluster (intuitively, distances along each dimensional axis can be thought of as being in units of standard deviations). If all of the “before” and “after” Mahalanobis distances between mean-cluster pairs increase after processing, it means that the clusters have mutually moved away from each other in the multidimensional space and become more separated, which means that the textures have become more different with respect to their descriptions by the four texture characteristics. This is precisely the behaviour we observed with our method, while all of the comparator methods showed, at best, a mixture of clusters that move further apart and closer together.

Fig. 10 shows all twelve $D_i$ (Mahalanobis distance differences) for the 4 textures in Fig. 9 after processing by our enhancement method and our comparator methods. The proposed method is the only one for which the Mahalanobis distances between clusters is consistently increased which explains its superior performance when used as a preprocessing step prior to segmentation. The comparator methods all exhibit pairs of clusters that become less separated, and even when clusters become more separated, the magnitude of the increased separation is generally less than that for our proposed method.

E. Necessity of the proposed texture characteristics

To determine if all the four characteristics are necessary for decomposition and manipulation of our proposed method, we tested using three of the four texture characteristics to decompose and manipulate the images, seg-
Fig. 10. The changes in the twelve Mahalanobis distances between clusters of local texture characteristic vectors in the image in Figure 9 after processing with unsharp masking (UM), VISUShrink (VISU), MCA-CT filtering (MCA-CT), coherence enhancing diffusion (CDF), shock filtering (SHK), 'texture characteristic' MCA filtering without manipulation (MCA-NM) and 'texture characteristic' MCA filtering with proposed manipulation method (proposed). Only the proposed method increases the Mahalanobis distance between all clusters of textures descriptions which is the main mechanism behind the improved image segmentation results presented in Sections V-B and V-C. Each $D_i$ is computed using Eq. 24.
menting the manipulated images with the four segmentation methods in Sec. V-A, and comparing the resulting segmentation accuracies with the proposed method. The texture manipulation methods based on three characteristics are: 1) “coarseness+contrast+directionality” MCA (MCA-CCD), 2) “coarseness+directionality+line-likeness” MCA (MCA-CDL), 3) “contrast+directionality+line-likeness” MCA (MCA-CONDL), and 4) “coarseness+contrast+line-likeness” MCA (MCA-CCL). Fig. S1 and Fig. S2 in the supplementary materials show the transformation and segmentation of example synthetic and real-world images after texture enhancement by the above four methods and the proposed method. Fig. S3 shows the changes in the twelve Mahalanobis distances between clusters of local texture characteristics vectors in the image in Fig. S1 after processing with all the comparator methods. The average performance of the comparators in segmenting synthetic and real world images are shown in the last 4 columns in Table III and Table IV respectively.

Our proposed method which manipulates all the four characteristics results in consistently superior results compared to only using three characteristics. Moreover, using only three of the four texture characteristics with our method frequently results in worse average performance than the comparator methods. Therefore, the four proposed texture characteristics are necessary to guarantee a superior average performance over the comparator methods.

F. Running time

The texture transformation method was tested using a MATLAB R2013 implementation on a Intel Core 2 Duo (2.66 GHz) iMac with 8 GB RAM. We ran the algorithm to process 200 images with the size of 256 × 256, including 150 synthetic images and 50 real-world images. The average running time for these test images is 52.057 seconds per image.

VI. CONCLUSION

We novelly proposed to decompose the texture image using the MCA method according to different texture characteristics: coarseness, contrast, directionality and line-likeness. For every morphological component, we proposed transformations to enhance the characteristic captured by that component. The experimental results showed that the proposed texture enhancement method successfully enhanced the difference between textures with respect to the chosen texture characteristics while better preserving their visual appearance compared to other methods which led to improved texture-based segmentation results.
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