LINEAR INSTABILITY OF THE FIFTH-ORDER WENO METHOD
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Abstract. The weighted essentially nonoscillatory (WENO) methods are popular spatial discretization methods for hyperbolic partial differential equations. In this paper we show that the combination of the widely used fifth-order WENO spatial discretization (WENO5) and the forward Euler time integration method is linearly unstable when numerically integrating hyperbolic conservation laws. Consequently it is not convergent. Furthermore we show that all two-stage, second-order explicit Runge–Kutta (ERK) methods are linearly unstable (and hence do not converge) when coupled with WENO5. We also show that all optimal first- and second-order strong-stability-preserving (SSP) ERK methods are linearly unstable when coupled with WENO5. Moreover the popular three-stage, third-order SSP(3,3) ERK method offers no linear stability advantage over non-SSP ERK methods, including ones with negative coefficients, when coupled with WENO5. We give new linear stability criteria for combinations of WENO5 with general ERK methods of any order. We find that a sufficient condition for the combination of an ERK method and WENO5 to be linearly stable is that the linear stability region of the ERK method should include the part of the imaginary axis of the form $[-i\mu, i\mu]$ for some $\mu > 0$. The linear stability analysis also provides insight into the behavior of ERK methods applied to nonlinear problems and problems with discontinuous solutions. We confirm the assertions of our analysis by means of numerical tests.
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1. Introduction. The method of lines (MOL) is a general approach for the treatment of time-dependent partial differential equations (PDEs) [24]. The standard MOL involves two steps. The first step is to discretize the spatial variables of the PDE to obtain a large set of initial-value ordinary differential equations (ODEs). The second step is to integrate the ODEs using a time integration method such as a linear multistep or Runge–Kutta (RK) method [4, 5].

The essentially nonoscillatory (ENO) methods [6, 7] and the weighted essentially nonoscillatory (WENO) methods [15, 11] are popular and effective nonlinear spatial discretizations for hyperbolic PDEs. These methods are adept at handling the non-smooth features that arise in the solutions to hyperbolic PDEs. For example, although these methods are formally first-order accurate once a shock is present, they still have uniform high-order accuracy right up to the location of the shock [11]. Specifically, the fifth-order WENO spatial discretization (WENO5) [11], which uses a convex combination of three third-order ENO stencils, is a widely used and robust spatial discretization for numerical solution of hyperbolic conservation laws.

The three-stage, third-order strong-stability-preserving (SSP) explicit RK (ERK) method, which has most recently been referred to as SSP(3,3) [21], is generally viewed as the time integration method of choice to couple with WENO5; see, e.g., [16] and references therein. Numerical results are generically stable and satisfactory [11, 20].
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Because of this, it is generally believed that, when WENO5 is used as the spatial discretization for hyperbolic PDEs, the SSP property is a necessary (or advantageous) property for the time integration method to possess [16, 20]. However, for ERK methods applied to hyperbolic conservation laws spatially discretized by WENO5, our work shows that there is a different property, i.e., linear stability, that must be considered.

In this paper we analyze the linear stability of some ERK methods when coupled with WENO5 to solve hyperbolic conservation laws. First we show that the forward Euler method is linearly unstable when coupled with WENO5; i.e., the corresponding CFL number is 0. Consequently the numerical solution does not converge to the true solution for any time step. This means that the stability of WENO5 in general is a product of its nonlinear nature and the particular time integration method with which it is coupled. Furthermore SSP ERK methods [18, 3] derived based on the SSP property of forward Euler cannot be SSP when coupled with WENO5. In fact, there is no guarantee for stability of any kind. In section 3 we show that any optimal \(s\)-stage, first- or second-order SSP ERK method [21] is linearly unstable when coupled with WENO5. This result is surprising and contrary to expectation based on existing literature; see, e.g., [16, 20, 25] and references therein. Moreover, we show that, in our analysis, the success of the SSP(3,3) method for the time integration of hyperbolic PDEs spatially discretized by WENO5 is not due to its SSP property; indeed any three-stage, third-order ERK method (even with negative coefficients or that is provably non-SSP) possesses the same linear stability properties. We demonstrate all of these results by means of numerical experiments.

For linear spatial discretizations of linear, constant-coefficient PDE problems posed on unbounded or periodic domains, linear instability guarantees global instability; the instability typically leads to spurious oscillations in the numerical solution that ultimately become unbounded [23]. However, WENO methods are not linear spatial discretizations; see, e.g., [9, p. 59] for a definition of linear spatial discretizations for periodic advection problems. Therefore, the behavior of a numerical solution computed from linearly unstable combinations of WENO methods and certain time integration methods for solving hyperbolic conservation laws is more subtle. Such a combination arises, for example, when using the combination of WENO5 and the forward Euler method; see Theorem 3.1 below. In such cases, the linear instability again manifests itself as spurious oscillations in the numerical solution. However, WENO methods attempt to adapt to the instability by changing the associated ENO stencil weights; see section 2 below. The spurious oscillations may still grow to large magnitudes; however, they do not necessarily become unbounded. In other words, the nonlinear nature of WENO methods may be successful in controlling potential instabilities, and this process may take a significant length of time to assert itself. It is important to note that, because they are linearly unstable, these combined methods are not convergent. Hence, although the discussions in this paper are phrased mainly in terms of linear stability analysis, an immediate corollary of every result presented regarding linear instability is the nonconvergence of the combined method. We offer further discussion and illustration of this in section 4; see also Example 1.

The remainder of this paper proceeds as follows. In section 2 we give a brief review of WENO5. In section 3 we prove that, when coupled with WENO5, the forward Euler method and all two-stage, second-order ERK methods are linearly unstable. We then provide criteria for the linear stability of general ERK methods of orders 1 and 2. Immediate consequences of these criteria are that the optimal \(s\)-stage \((s \geq 2)\), first-order or \(s\)-stage \((s \geq 3)\), second-order SSP ERK methods are linearly
unstable when coupled with WENO5. It is also easy to show that all three-stage, third-order ERK methods (including SSP(3,3)) and all four-stage, fourth-order ERK methods (including the classical four-stage, fourth-order ERK method) are linearly stable when coupled with WENO5. Finally we find that a sufficient condition for the combination of any ERK time integration method with WENO5 to be linearly stable is that the linear stability region of the ERK method must include the part of the imaginary axis in the form \([-\mu, \mu]\) for some \(\mu > 0\). In section 4 we confirm our theoretical results by means of numerical experiments. We also derive and test four new non-SSP ERK methods (a two-stage, first-order method; a three-stage, second-order method; a three-stage, third-order method with negative coefficients; and a low-storage five-stage, third-order method) that are stable according to our linear stability analysis. Numerical results for both linear and nonlinear problems, as well as problems with continuous and discontinuous solutions, demonstrate the relevance of our analysis.

2. The WENO5 method. WENO methods are widely used for the spatial discretization of hyperbolic conservation laws. They were first introduced in [15] as an improvement to ENO methods. ENO methods are based on polynomial interpolation of solution data to define numerical fluxes. They were originally designed to suppress instabilities that lead to spurious oscillations in other commonly used spatial discretizations. To achieve this, ENO methods choose stencils that are adapted to the directions where the solution has an increased order of smoothness. WENO methods take a convex combination of \(r\) candidate ENO stencils of order \(r\) to produce a method of order \(2r - 1\) in regions where the solution is smooth while retaining the ENO property in regions where the solution exhibits discontinuous behavior. Specifically, for a given cell, the WENO5 method consists of a convex combination of the three possible third-order ENO stencils containing that cell [11]. Although in practice ENO or WENO methods are very robust and stable, there are very few theoretical results for them [20]. We note that no proof of the stability of either family of methods has yet been given. The WENO5 method is perhaps the most commonly used of the WENO family of methods. We now give a brief summary of some theoretical aspects of WENO methods, with specific implementational details given for the WENO5 method.

Consider the one-dimensional scalar hyperbolic conservation law

\[
(2.1) \quad u_t = -f_x(u), \quad 0 < x < 1, \quad t > 0.
\]

Assume a uniform spatial mesh, i.e., \(x_j = j\Delta x, j = 0, 1, \ldots, N\), where \(\Delta x = \frac{1}{N}\), and define cells by \(I_j = [x_{j-1}, x_j], j = 1, 2, \ldots, N\). We use a conservative finite difference scheme in a MOL approach to write

\[
\frac{du_j}{dt} = -\frac{1}{\Delta x} \left( \hat{f}_{j^{+\frac{1}{2}}} - \hat{f}_{j^{-\frac{1}{2}}} \right),
\]

where \(u_j(t) \approx u(x_j, t), j = 0, 1, \ldots, N\). The term \(\hat{f}_{j^{+\frac{1}{2}}} = \hat{f}(u_{j-R}, \ldots, u_{j+S})\) is the numerical flux. The numerical flux must be consistent with \(f(u)\): i.e., \(\hat{f}(u, \ldots, u) = f(u)\). The specification of \(\hat{f}(u)\) determines the particular numerical method and its properties. We now derive the specific form of the numerical flux \(\hat{f}(u)\) for WENO5.

We first split the flux into positive and negative parts

\[
(2.2) \quad f(u) = f^+(u) + f^-(u).
\]
This can be accomplished in different ways. In this paper we consider only the Lax–Friedrichs flux splitting [20]

\[ f^+(u) = \frac{1}{2} (f(u) + mu), \quad f^-(u) = \frac{1}{2} (f(u) - mu), \]

where \( m = \max |f'(u)| \). It is easy to show that \( \frac{df^+}{du} \geq 0 \) and \( \frac{df^-}{du} \leq 0 \). However, we note that the same analysis and conclusions apply to other flux-splitting methods.

As in [11], we now calculate the indicators of smoothness \( IS_i, i = 0, 1, \ldots, r - 1 \), associated with the \( i \)th stencil. For \( IS_i^+ \) we use

\[ IS_i^+ = \sum_{m=1}^{r-1} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} \Delta x^{2m-1} \left( \frac{\partial^m p_i(x)}{\partial x^m} \right)^2 dx, \quad i = 0, 1, \ldots, r - 1, \]

where \( p_i(x) \) is the interpolating polynomial of order \( r \) to solution data on \( r \) cells; i.e., \( I_{j+i-r+1}, \ldots, I_{j+i} \). In the case of WENO5, \( r = 3 \), this leads to

\[
\begin{align*}
IS_0^+ &= \frac{13}{12} (f_{j-2}^+ - 2f_{j-1}^+ + f_j^+)^2 + \frac{1}{4} (f_{j-2}^+ - 4f_{j-1}^+ + 3f_j^+)^2, \\
IS_1^+ &= \frac{13}{12} (f_{j-1}^+ - 2f_j^+ + f_{j+1}^+)^2 + \frac{1}{4} (f_{j-1}^+ - f_{j+1}^+)^2, \\
IS_2^+ &= \frac{13}{12} (f_j^+ - 2f_{j+1}^+ + f_{j+2}^+)^2 + \frac{1}{4} (3f_j^+ - 4f_{j+1}^+ + f_{j+2}^+)^2,
\end{align*}
\]

and, using a analogous formula for \( IS_i^- \), we have

\[
\begin{align*}
IS_0^- &= \frac{13}{12} (f_{j-2}^- - 2f_{j-1}^- + f_j^-)^2 + \frac{1}{4} (3f_{j+1}^- - 4f_{j+2}^- + f_{j+3}^-)^2, \\
IS_1^- &= \frac{13}{12} (f_{j-1}^- - 2f_j^- + f_{j+2}^-)^2 + \frac{1}{4} (f_j^- - f_{j+2}^-)^2, \\
IS_2^- &= \frac{13}{12} (f_j^- - 2f_{j+1}^- + f_{j+3}^-)^2 + \frac{1}{4} (f_{j-1}^- - 4f_j^- + 3f_{j+1}^-)^2.
\end{align*}
\]

Next the (nonnormalized) stencil weights take the form

\[ \alpha_i^+ = \frac{d_i}{(\epsilon + IS_i^+)^2}, \quad i = 0, 1, \ldots, r - 1, \]

where \( \epsilon \) is a small positive number that is introduced to avoid the denominator becoming zero. In the numerical experiments of this paper, we choose \( \epsilon = 10^{-6} \), which is the value recommended in [11]. In the case of the WENO5 method, we have \( d_0 = \frac{1}{10}, d_1 = \frac{9}{10}, d_2 = \frac{1}{9} \) (see, e.g., [11] for a derivation of the \( d_i \)), and

\[
\begin{align*}
\alpha_0^+ &= \frac{1}{10} \left( \frac{1}{\epsilon + IS_0^+} \right)^2, \quad \alpha_1^+ = \frac{6}{10} \left( \frac{1}{\epsilon + IS_1^+} \right)^2, \quad \alpha_2^+ = \frac{3}{10} \left( \frac{1}{\epsilon + IS_2^+} \right)^2.
\end{align*}
\]

In order to achieve a convex combination of ENO stencils, the WENO stencil weights are normalized according to

\[ w_i^+ = \frac{\alpha_i}{\sum_{m=0}^{r-1} \alpha_m}, \quad i = 0, 1, \ldots, r - 1, \]
to give

\begin{equation}
(2.7) \quad w_0^+ = \frac{\alpha_0^+}{\alpha_0^+ + \alpha_1^+ + \alpha_2^+}, \quad w_1^+ = \frac{\alpha_1^+}{\alpha_0^+ + \alpha_1^+ + \alpha_2^+}, \quad w_2^+ = \frac{\alpha_2^+}{\alpha_0^+ + \alpha_1^+ + \alpha_2^+}.
\end{equation}

We note that \( w_j^+ \in (0, 1), \ j = 0, 1, 2, \) and \( w_0^+ + w_1^+ + w_2^+ = 1, \) as required.

The numerical fluxes for WENO5 are given by

\begin{align}
\hat{f}_{j+\frac{1}{2}}^+ &= w_0^+ \left( \frac{2}{6} f_{j-2}^+ - \frac{7}{6} f_{j-1}^+ + \frac{11}{6} f_j^+ \right) + w_1^+ \left( -\frac{1}{6} f_{j-1}^+ + \frac{5}{6} f_j^+ + \frac{2}{6} f_{j+1}^+ \right) \\
&\quad + w_2^+ \left( \frac{2}{6} f_{j+1}^+ + \frac{5}{6} f_{j+2}^+ - \frac{1}{6} f_{j+3}^+ \right),
\end{align}

(2.8)

and

\begin{align}
\hat{f}_{j-\frac{1}{2}}^- &= w_0^- \left( -\frac{1}{6} f_{j-1}^- + \frac{5}{6} f_j^- + \frac{2}{6} f_{j+1}^- \right) + w_1^- \left( \frac{2}{6} f_j^- + \frac{5}{6} f_{j+1}^- - \frac{1}{6} f_{j+2}^- \right) \\
&\quad + w_0^- \left( \frac{11}{6} f_{j+1}^- - \frac{7}{6} f_{j+2}^- + \frac{2}{6} f_{j+3}^- \right).
\end{align}

Noting (2.2), the WENO5 method takes the final form

\begin{equation}
(2.9) \quad \frac{du_j}{dt} = -\frac{1}{\Delta x} \left[ \left( \hat{f}_{j+\frac{1}{2}}^+ - \hat{f}_{j-\frac{1}{2}}^- \right) + \left( \hat{f}_{j+\frac{1}{2}}^- - \hat{f}_{j-\frac{1}{2}}^+ \right) \right].
\end{equation}

We refer the interested reader to [20] and references therein for further details and discussion of WENO methods.

3. Linear stability analysis. We consider the linear stability properties of various ERK methods when coupled with WENO5 to solve hyperbolic conservation laws (2.1). The CFL number associated with a uniform discretization in both space and time of (2.1) is defined as \( \sigma = (\max \frac{\partial f}{\partial u}) \frac{\Delta t}{\Delta x}. \) As is usual when performing linear stability analysis, we linearize and freeze coefficients to write

\[ u_t = -\lambda u_x. \]

The corresponding CFL number \( \sigma \) is then \( \sigma = \frac{\lambda \Delta t}{\Delta x}. \) For the purposes of our analysis, it is sufficient to consider the one-dimensional scalar advection equation

\[ u_t = -u_x; \]

i.e., \( f(u) = u; \) any CFL number appearing in our analysis can then be scaled appropriately for more general interpretations.

We begin this section by showing that the combination of WENO5 and the forward Euler ERK method is linearly unstable.

The Lax–Friedrichs flux splitting yields

\[ f^+(u) = u, \quad f^-(u) = 0; \]

i.e., the negative part of the flux is zero. Thus, (2.8) takes the form

\begin{align}
\hat{f}_{j+\frac{1}{2}}^+ &= w_0^+ \left( \frac{2}{6} u_{j-2} - \frac{7}{6} u_{j-1} + \frac{11}{6} u_j \right) + w_1^+ \left( -\frac{1}{6} u_{j-1} + \frac{5}{6} u_j + \frac{2}{6} u_{j+1} \right) \\
&\quad + w_2^+ \left( \frac{2}{6} u_j + \frac{5}{6} u_{j+1} - \frac{1}{6} u_{j+2} \right).
\end{align}

(3.1)
When the exact solution is smooth, it is well known that

\[
\begin{align*}
\omega_0^+ &= \frac{1}{10} + \epsilon_1, \\
\omega_1^+ &= \frac{6}{10} + \epsilon_2, \\
\omega_2^+ &= \frac{3}{10} + \epsilon_3,
\end{align*}
\]

where \(\epsilon_1, \epsilon_2, \epsilon_3\) are all \(O((\Delta x)^2)\), and \(\epsilon_1 + \epsilon_2 + \epsilon_3 = 0\) [11]. We now prove the following theorem using von Neumann analysis.

**Theorem 3.1.** The combination of WENO5 and forward Euler is linearly unstable.

**Proof.** Assuming periodic boundary conditions, we can expand the approximate solution \(\{u_j\}_{j=0}^N\) as a finite Fourier series

\[
u_j = \sum_{k=-[N/2]}^{[N/2]} \hat{u}_k e^{i j \xi_k \Delta x},
\]

where \(i\) is the imaginary unit, i.e., \(i^2 = -1\), and \(\xi_k\) is the spatial frequency associated with \(\hat{u}_k\). Because the wave equation is linear and has constant coefficients, it is sufficient to consider only one individual Fourier mode; i.e.,

\[
u_j = \hat{u} e^{j \xi \Delta x}.
\]

Defining \(\phi = \xi \Delta x\), we thus have

\[
u_j = \hat{u} e^{j \phi}.
\]

By using (3.2), (3.1), and (3.3), we now obtain

\[
\begin{align*}
\hat{f}_{j+\frac{1}{2}}^+ &= \nu_j \left[ \omega_0^+ \left( \frac{2}{6} e^{-2i\phi} - \frac{7}{6} e^{-i\phi} + \frac{11}{6} \right) + \omega_1^+ \left( -\frac{1}{6} e^{-i\phi} + \frac{5}{6} + \frac{2}{6} e^{i\phi} \right) \\
&\quad + \omega_2^+ \left( \frac{2}{6} + \frac{5}{6} e^{i\phi} - \frac{1}{6} e^{2i\phi} \right) \right].
\end{align*}
\]

When the forward Euler method is used, the WENO5 method becomes

\[
u_j^{n+1} = \nu_j^n - \frac{\Delta t}{\Delta x} L \left( \nu_{j-3}^n, \nu_{j-2}^n, \ldots, \nu_{j+2}^n \right),
\]

where

\[
L \left( \nu_{j-3}^n, \nu_{j-2}^n, \ldots, \nu_{j+2}^n \right) = \hat{f}_{j+\frac{1}{2}}^+ - \hat{f}_{j-\frac{1}{2}}^+.
\]

From (3.4) we see that \(\frac{\hat{f}_{j+\frac{1}{2}}^+ - \hat{f}_{j-\frac{1}{2}}^+}{\nu_j^n}\) is a function of \(\phi\). Thus we define \(z(\phi) = \frac{\hat{f}_{j+\frac{1}{2}}^+ - \hat{f}_{j-\frac{1}{2}}^+}{\nu_j^n}\) and obtain

\[
L \left( \nu_{j-3}^n, \nu_{j-2}^n, \ldots, \nu_{j+2}^n \right) = z(\phi) u_j^n.
\]

Defining the CFL number \(\sigma = \frac{\Delta t}{\Delta x}\), (3.5) becomes

\[
\begin{align*}
u_j^{n+1} &= \nu_j^n - \sigma z(\phi) u_j^n \\
&= u_j^n \left( 1 - \sigma z(\phi) \right).
\end{align*}
\]
Define the amplification factor \( g(\sigma z(\phi)) = 1 - \sigma z(\phi) \). In order to prove the theorem, we need to show that for any \( \sigma > 0 \), there exists a \( \phi \) such that \( |g| > 1 \). Let \( \phi \) be a small positive number. Using the Taylor expansion of \( \sin \phi \) and \( \cos \phi \) in (2.3)–(2.5), we obtain

\[
IS_0^+ = u_j^2 \phi^2 \left( -1 + \frac{5}{12} \phi^2 - \frac{89}{40} \phi^4 + \frac{4889}{4032} \phi^6 - \frac{5}{3} \phi^3 - \frac{17}{9} \phi^5 + O(\phi^7) \right),
\]

\[
IS_1^+ = u_j^2 \phi^2 \left( -1 + \frac{17}{12} \phi^2 - \frac{9}{40} \phi^4 + \frac{337}{20160} \phi^6 + O(\phi^7) \right),
\]

\[
IS_2^+ = u_j^2 \phi^2 \left( -1 + \frac{5}{12} \phi^2 - \frac{89}{40} \phi^4 + \frac{4889}{4032} \phi^6 - \frac{5}{3} \phi^3 - \frac{17}{9} \phi^5 + O(\phi^7) \right).
\]

For \( 0 < \epsilon \ll 1 \), we can choose \( \phi = \phi(\epsilon) = O(\epsilon^{1/9}) \) sufficiently small such that the \( \alpha_i^+ \), \( i = 0, 1, 2 \), in (2.6) can be estimated as follows:

\[
\alpha_0^+ = \frac{1}{u_j^4 \phi^4} \left( \frac{1}{10} + \frac{1}{12} \phi^2 - \frac{943}{2400} \phi^4 - \frac{7879}{4320} \phi^6 - \frac{1}{3} \phi^3 - \frac{5}{9} \phi^5 + O(\phi^7) \right),
\]

\[
\alpha_1^+ = \frac{1}{u_j^4 \phi^4} \left( \frac{6}{10} + \frac{17}{10} \phi^2 + \frac{1337}{400} \phi^4 + \frac{19057}{3600} \phi^6 + O(\phi^7) \right),
\]

\[
\alpha_2^+ = \frac{1}{u_j^4 \phi^4} \left( \frac{3}{10} + \frac{1}{4} \phi^2 - \frac{943}{800} \phi^4 - \frac{7879}{1440} \phi^6 + \phi^3 + \frac{5}{3} \phi^5 + O(\phi^7) \right).
\]

Substituting the above expressions into (2.7), we obtain

\[
w_0^+ = \frac{1}{10} - \frac{3}{25} \phi^2 - \frac{163}{500} \phi^4 - \frac{30449}{30000} \phi^6 - \frac{2}{5} \phi^3 + \frac{17}{75} \phi^5 + O(\phi^7),
\]

\[
w_1^+ = \frac{6}{10} \phi^2 + \frac{12}{25} \phi^4 + \frac{163}{125} \phi^4 - \frac{20449}{7500} \phi^6 - \frac{2}{5} \phi^3 - \frac{13}{75} \phi^5 + O(\phi^7),
\]

\[
w_2^+ = \frac{3}{10} - \frac{9}{25} \phi^2 - \frac{489}{500} \phi^4 - \frac{51347}{30000} \phi^6 + \frac{4}{5} \phi^3 - \frac{4}{75} \phi^5 + O(\phi^7).
\]

Thus the real and imaginary parts of \( \hat{f}_{j+\frac{1}{2}}^{n+} \) are

\[
(3.7) \quad \text{Re} \hat{f}_{j+\frac{1}{2}}^{n+} = u_j^n \left( 1 - \frac{1}{12} \phi^2 - \frac{1}{720} \phi^4 + \frac{241}{21600} \phi^6 + O(\phi^8) \right),
\]

\[
(3.8) \quad \text{Im} \hat{f}_{j+\frac{1}{2}}^{n+} = u_j^n \left( 1 - \frac{1}{2} \phi^2 - \frac{7}{60} \phi^6 + O(\phi^7) \right).
\]

Similarly it can be shown that

\[
(3.9) \quad \text{Re} \hat{f}_{j-\frac{1}{2}}^{n+} = u_j^n \left( 1 - \frac{1}{12} \phi^2 - \frac{1}{720} \phi^4 - \frac{2279}{21600} \phi^6 + O(\phi^8) \right),
\]

\[
(3.10) \quad \text{Im} \hat{f}_{j-\frac{1}{2}}^{n+} = u_j^n \left( 1 - \frac{1}{2} \phi^2 - \frac{7}{60} \phi^6 + O(\phi^7) \right).
\]

Using (3.7)–(3.10), we obtain

\[
(3.11) \quad z(\phi) = \frac{7}{60} \phi^6 + O(\phi^8) + \epsilon \left( \phi + O(\phi^7) \right).
\]
The amplification factor becomes

\[ g = 1 - \sigma \left( \mathcal{O}(\phi^6) + \epsilon (\phi + \mathcal{O}(\phi^7)) \right). \]

A simple calculation now shows that

\[ |g|^2 = (1 - \sigma \mathcal{O}(\phi^6))^2 + \sigma^2 (\phi + \mathcal{O}(\phi^7))^2 \]
\[ = 1 + \sigma^2 \phi^2 + \mathcal{O}(\phi^6) \]
\[ > 1 \quad \forall \sigma > 0. \]

This completes the proof. \( \square \)

Remark 1. Equation (3.11) is valid only when \( \phi \) is a small positive number. The general form of \( z(\phi) \) for any \( \phi \) is given later in (3.21).

Remark 2. This form of analysis applies to any linear finite difference method for

\[ \frac{du_j}{dt} = -\frac{1}{\Delta x} L(u_{j-R}, \ldots, u_{j+S}), \]

where \( L(u_{j-R}, \ldots, u_{j+S}) \) can be written in the form

\[ L(u_{j-R}, \ldots, u_{j+S}) = u_j z(\phi), \]

where \( z(\phi) \) is uniquely determined by the spatial operator.

Remark 3. It should be noted that, although this instability argument applies to the WENO spatial discretization, it does not necessarily apply to the ENO spatial discretization. The reason is that this analysis needs to have a known stencil, and ENO methods may choose any of a number of candidate stencils even if the solution is smooth. Moreover, such a “randomly” chosen stencil may lead to an unstable method. This is why a biased choice for choosing ENO stencils is suggested in [19], and this strategy has been very successful for ENO methods in practice.

Remark 4. It follows immediately that, for the class of problems considered in this analysis, the combination of the forward Euler method and the WENO5 spatial discretization is not SSP for any step size \( \Delta t > 0 \). Because every ERK generates its second stage by a forward Euler step, this second stage cannot be SSP, and hence in this framework, no ERK method can be SSP.\(^1\) Hence the SSP property offers no stability advantage.

Consider the general \( s \)-stage ERK method written in standard form:

\[ y_n^{(1)} = y_n, \]
\[ y_n^{(k)} = y_n + \Delta t \sum_{i=1}^{k-1} a_{k,i} f \left( t_n + c_i \Delta t, y_n^{(i)} \right), \quad k = 2, \ldots, s, \]
\[ y_{n+1} = y_n + \Delta t \sum_{i=1}^{s} b_i f \left( t_n + c_i \Delta t, y_n^{(i)} \right), \]

where the \( c_k \) satisfy the conditions

\[ c_k = a_{k1} + a_{k2} + \cdots + a_{k,k-1} \]

for \( k = 1, \ldots, s \).

Its Butcher tableau is of the form given in Table 3.1.

\(^1\)Recall that an ERK method written in Shu–Osher form is SSP if all of its stages \( i \) on step \( n \) of the numerical solution \( Y_n^{(i)} \) satisfy \( \|Y_n^{(i)}\| \leq \|Y_n\| \), for all \( i = 1, 2, \ldots, s \) and \( n \geq 1 \), for some suitable seminorm \( \| \cdot \| \), where \( Y_n^{(1)} = Y_n \) and \( Y_n^{(s)} = Y_{n+1} \); see, e.g., [2, 8].
Table 3.1
Butcher tableau for $s$-stage ERK methods.

<table>
<thead>
<tr>
<th>0</th>
<th>$c_2$</th>
<th>$a_{21}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_3$</td>
<td>$a_{31}$</td>
<td>$a_{32}$</td>
</tr>
<tr>
<td>$c_4$</td>
<td>$a_{41}$</td>
<td>$a_{42}$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$c_s$</td>
<td>$a_{s1}$</td>
<td>$a_{s2}$</td>
</tr>
<tr>
<td></td>
<td>$b_1$</td>
<td>$b_2$</td>
</tr>
</tbody>
</table>

We have the following theorem and corollary [12].

**Theorem 3.2.** The amplification factor for an $s$-stage ERK method is

\[
g(\hat{z}) = 1 + \sum_{l=1}^{s} \left( \sum_{j=l}^{s} b_j \left( \sum_{j>m_1>m_2>\ldots>m_{l-1} \geq 1} a_{j,m_1,m_2 \ldots a_{m_1-2,m_{l-1}}} \right) \right) \hat{z}^l
\]

(3.12)

\[
= 1 + \hat{z}b^T(I - \hat{z}A)^{-1}e,
\]

(3.13)

where $I$ is the unit matrix, $A = (a_{ij})_{1 \leq i,j \leq s}$ and $b = (b_1, b_2, \ldots, b_s)$ are the coefficients of the Butcher tableau, $e = (1, 1, \ldots, 1)$, $z(\phi)$ is determined by the spatial operator, and $\hat{z} = -\sigma z$.

Combining the order conditions for ERK methods with (3.12) or (3.13), we easily obtain the following corollary [14, 22].

**Corollary 3.3.** The amplification factor of an $s$-stage, order-$p$ ERK method is

\[
g(\hat{z}) = 1 + \sum_{l=1}^{p} \frac{1}{l!} \hat{z}^l
\]

(3.14)

\[+
\sum_{l=p+1}^{s} \left( \sum_{j=l}^{s} b_j \left( \sum_{j>m_1>m_2>\ldots>m_{l-1} \geq 1} a_{j,m_1,m_2 \ldots a_{m_1-2,m_{l-1}}} \right) \right) \hat{z}^l
\]

\[= 1 + \sum_{l=1}^{p} \frac{\hat{z}^l}{l!} + \sum_{l=p+1}^{s} \hat{z}^l b^T A^{l-1} e.
\]

Therefore, a spatial discretization scheme combined with a given ERK method is linearly stable if and only if $g$ in (3.12) satisfies $|g| \leq 1$ for all $\phi \in [0, 2\pi]$.

We can now prove the following theorem for any two-stage, second-order ERK method.

**Theorem 3.4.** The combination of WENO5 with any two-stage, second-order ERK method is linearly unstable.

**Proof.** From (3.14), the amplification factor is given by

\[
g(\hat{z}) = 1 - \sigma z + \frac{1}{2} (\sigma z)^2.
\]

Choosing $\phi$ to be a small positive number and using (3.11), a simple calculation shows

\[
|g|^2 = \left( 1 - \frac{1}{2}\sigma^2 \phi^2 + O(\phi^6) \right)^2 + (-\sigma \phi + O(\phi^7))^2
\]

\[= 1 + \frac{1}{4} \sigma^4 \phi^4 + O(\phi^6)
\]

\[> 1.
\]

This finishes the proof. \(\square\)
Before we derive the theorem for general ERK methods, we give a geometric interpretation for the CFL number $\sigma$ \cite{1, 10, 14, 22}.

**Definition 3.5.** Let $D_1$ denote the classical (linear) stability domain of any ERK method, and let $D_2$ denote the region interior to the boundary $\{ -z(\phi) : 0 \leq \phi \leq 2\pi \}$ in the complex domain. The CFL number $\sigma$ is the largest nonnegative real number such that the scaled region $\sigma D_2$ is contained in $D_1$.

It is well known that (3.13) is the stability function for an ERK method; see, e.g., \cite{5}. Thus $D_1 = \{ \hat{z} : |g(\hat{z})| \leq 1 \}$. Note that the set $\{ -z(\phi) : 0 \leq \phi \leq 2\pi \}$ represents the boundary of the scaled region $\sigma D_2$. It is clear that, in order to have $\hat{z} \in D_1$, the scaled region $\sigma D_2$ must be contained in $D_1$. We now give two simple examples for the purposes of illustration. The first example is for the upwind spatial discretization; i.e., $du_j/dt = L(u_{j-1}, u_j) = -\frac{1}{\Delta x}(u_j - u_{j-1})$. Using von Neumann analysis, we obtain $z(\phi) = 1 - e^{-i\phi}$. It is easy to see that the set $\{ -z(\phi) : 0 \leq \phi \leq 2\pi \}$ represents a circle in the complex plane with center $(-1, 0)$ and radius $1$; i.e., $D_2$ is the shaded area shown in Figure 1.

If the forward Euler method is used for the time discretization, its classical linear stability domain $D_1$ is $\{ z : |1 + z| \leq 1 \}$. In other words, $D_1$ is exactly the same as $D_2$ in this case. It is trivial to conclude therefore that $\sigma = 1$ is the largest number such that $\sigma D_2 \subseteq D_1$. Hence the CFL number is $1$.

The second example is for the central finite difference spatial discretization; i.e., $du_j/dt = L(u_{j-1}, u_j, u_{j+1}) = -\frac{1}{\Delta x} \frac{u_{j+1} - u_{j-1}}{2}$. Using von Neumann analysis, we obtain $z(\phi) = \frac{1}{2}(e^{i\phi} - e^{-i\phi}) = i \sin \phi$. It is easy to see that the set $\{ -z(\phi) : 0 \leq \phi \leq 2\pi \} = \{(0, y) : -1 \leq y \leq 1\}$; i.e., $D_2$ now represents a finite segment of the imaginary axis. If the forward Euler method is used for the time discretization, $\sigma D_2 \not\subseteq D_1$, no matter how small $\sigma > 0$ is chosen. Therefore, the central finite difference spatial discretization is linearly unstable when it is coupled with the forward Euler method.

We now derive the following lemma for any consistent ERK method. Lemma 3.6 is important for all of the theorems in this paper.

**Lemma 3.6.** The classical (linear) stability domain of any consistent ERK method contains a rectangle $[-\eta, 0] \times [-i\hat{\mu}, i\hat{\mu}]$ for some $\eta, \hat{\mu} > 0$ if and only if it has an intersection with the imaginary axis of the form $[-i\mu, i\mu]$ for some $\mu \geq \hat{\mu} > 0$.

**Proof.** $\Rightarrow$ If the rectangle $[-\eta, 0] \times [-i\hat{\mu}, i\hat{\mu}]$ is inside the classical (linear) stability domain of any consistent ERK method, by definition the part of the imaginary axis...
Fig. 2. A schematic of the topology of the classical stability domain in a sufficiently small neighborhood of the origin if a rectangle $[-\nu,0] \times [-\hat{\mu},\hat{\mu}]$ is not contained in it. Shaded areas are inside in the stability domain.

$[-i\hat{\mu},i\hat{\mu}]$ is also inside the stability domain. In other words, the stability domain of the ERK method intersects the imaginary axis at $[-i\mu,i\mu]$ for some $\mu \geq \hat{\mu} > 0$.

Assume that the stability domain of the ERK method intersects the imaginary axis at $[-i\mu,i\mu]$ for some $\mu > 0$. We first prove that the stability domain of the ERK method intersects the part of the (negative) real axis at $[-\hat{\eta},0]$ for some $\hat{\eta} > 0$. Recall that the stability function of any consistent ERK method is of the form

$$g(\hat{z}) = 1 + \hat{z} + \text{higher-order terms}.$$

Let $\hat{z} = -\gamma$, where $\gamma$ is a small, positive real number. In other words, choose $\hat{z}$ to be close to the origin and on the negative real axis. It is easy to see $g(-\gamma) = 1 - \gamma + O(\gamma^2)$. It is obvious that $0 < |g(-\gamma)| < 1$ as $\gamma \to 0+$. That is, there is an intersection of the stability domain with the negative real axis. Assume the intersection is of the form $[-\hat{\eta},0]$ for some real $\hat{\eta} > 0$.

Now by contradiction assume that no rectangle $[-\eta,0] \times [-\hat{\mu},\hat{\mu}]$ is contained inside the stability domain. Using the facts that the stability domain intersects the negative real axis at $[-\hat{\eta},0]$ and that it intersects the imaginary axis at $[-i\mu,i\mu]$, we give a schematic representation of the topology of a sufficiently small neighborhood of the origin in Figure 2. In the figure, areas inside the stability domain are shaded. For simplicity we focus on the second quadrant in the complex plane, and we show only one region not contained in the stability domain. Thus, if we define $\hat{z} = \hat{x} + i\hat{y}$, where $\hat{x}$, $\hat{y}$ are sufficiently small real numbers, there are at least two numbers $\hat{x}_1$ and $\hat{x}_2$ for each $\hat{y}$ such that $|g(\hat{x}_1 + i\hat{y})| = |g(\hat{x}_2 + i\hat{y})| = 1$. Therefore, the equation $R(\hat{x},\hat{y}) = |g(\hat{x} + i\hat{y})|^2 - 1 = 0$ must have more than one solution $\hat{x} = \hat{x}(\hat{y})$ in the neighborhood of $(0,0)$.

We now obtain a contradiction by using the implicit function theorem to prove that, in fact, $\hat{x}(\hat{y})$ is a unique solution to $R(\hat{x},\hat{y}) = 0$ in a small neighborhood of the origin. It is easy to see that

$$g(\hat{x} + i\hat{y}) = 1 + \hat{x} + i\hat{y} + Q_1(\hat{x},\hat{y}) + iQ_2(\hat{x},\hat{y}),$$

(3.15)
where $Q_1(\hat{x}, \hat{y})$ and $Q_2(\hat{x}, \hat{y})$ are two real polynomials of the form

\begin{align}
Q_1(\hat{x}, \hat{y}) &= \sum_{l,k \geq 0, \quad l+k \geq 2} \xi_{l,k} \hat{x}^l \hat{y}^k, \\
Q_2(\hat{x}, \hat{y}) &= \sum_{l,k \geq 0, \quad l+k \geq 2} \zeta_{l,k} \hat{x}^l \hat{y}^k,
\end{align}

with real coefficients $\xi_{l,k}$, $\zeta_{l,k}$. Using (3.15)–(3.17), we obtain

\[ R(\hat{x}, \hat{y}) = (1 + \hat{x} + Q_1(\hat{x}, \hat{y}))^2 + (\hat{y} + Q_2(\hat{x}, \hat{y}))^2 - 1. \]

A simple calculation shows that

\[ \frac{\partial R}{\partial \hat{x}}(0, 0) = 2 \neq 0. \]

From the implicit function theorem, we know that there is a unique solution $\hat{x} = \hat{x}(\hat{y})$ to $R(\hat{x}, \hat{y}) = 0$ in a small neighborhood of the origin, yielding the desired contradiction.

**Remark 5.** The result of Lemma 3.6 can be generalized to any consistent one-step method with very little modification of the proof.

**Remark 6.** Because of this result, the prospect that the spectra of the spatially discretized system may contain negative real components is not problematic.

**Remark 7.** This result is the equivalent of the result of [13] for local stability. In particular, the regions of stability described for ERK methods are equivalent.

Using Definition 3.5 and Lemma 3.6, we have the following theorem for first-order ERK methods.

**Theorem 3.7.** There exists a CFL number $\sigma$ such that the combination of WENO5 with a first-order ERK method is linearly stable for $\Delta t/\Delta x \leq \sigma$ provided the first-order ERK method satisfies

\[ \sum_{1 \leq i < j \leq s} b_j a_{ji} > \frac{1}{2}; \]

on the other hand, this combination is linearly unstable if

\[ \sum_{1 \leq i < j \leq s} b_j a_{ji} < \frac{1}{2}. \]

**Note 1.** When $\sum_{1 \leq i < j \leq s} b_j a_{ji} = \frac{1}{2}$, the ERK method is second order. The corresponding results are given in Theorem 3.9.

**Proof.** We first prove the linearly unstable case. Let $\tau_2 = \sum_{1 \leq i < j \leq s} b_j a_{ji}$; i.e., $\tau_2$ is the coefficient of $\hat{z}^2$ in (3.12). For $\phi > 0$ sufficiently small, from (3.11) it is easy to show that

\[ z^l = i^l \phi^l + O(\phi^6) + iO(\phi^6) \quad \text{if} \quad 2 \leq l < 6, \]

\[ z^l = O(\phi^6) \quad \text{if} \quad l \geq 6. \]

From (3.12), we obtain

\[ g(-\sigma z(\phi)) = 1 - \sigma z + \tau_2 (\sigma z)^2 + O(z^3) \]

\[ = (1 - \tau_2 \sigma^2 \phi^2 + O(\phi^4)) - i (\sigma \phi + O(\phi^3)). \]
A simple calculation shows that
\[ |g|^2 = (1 - \tau_2 \sigma^2 \phi^2 + O(\phi^4))^2 + (\sigma \phi + O(\phi^3))^2 \]
\[ = 1 + (1 - 2\tau_2 \sigma^2 \phi^2 + O(\phi^4)) \]
\[ > 1, \]
if \( \tau_2 < \frac{1}{2} \). Therefore, the combined method is linearly unstable.

Now let us assume \( \tau_2 > \frac{1}{2} \). We first show that the stability domain \( D_1 \) of the corresponding ERK intersects the imaginary axis. Later (in Theorem 3.14) we show that, in fact, this is a sufficient condition for linear stability of any ERK method when combined with WENO5. Recall that the stability function of the ERK method is of the form
\[ g(\hat{z}) = 1 + \hat{z} + \tau_2 \hat{z}^2 + \cdots. \]
Let \( \hat{z} = \nu \gamma \), where \( \gamma \) is a small real number. In other words, choose \( \hat{z} \) to be close to the origin and on the imaginary axis. It is easy to see
\[ |g(\nu \gamma)|^2 = (1 - \tau_2 \gamma^2 + O(\gamma^3))^2 + (\gamma + O(\gamma^3))^2 \]
\[ = 1 + (1 - 2\tau_2 \gamma^2 + O(\gamma^4)) + (\gamma^2 + O(\gamma^4)) \]
\[ = 1 + (1 - 2\tau_2) \gamma^2 + O(\gamma^4). \]
Using the condition \( \tau_2 > \frac{1}{2} \), we obtain that \( |g(\nu \gamma)| < 1 \) as \( \gamma \to 0^+ \). That is, there is an intersection of \( D_1 \) with the imaginary axis. Assume the intersection is the interval \([-\mu, \mu]\) for some real \( \mu > 0 \). Then from Lemma 3.6 there exists a rectangle \( D_3 = [-\eta, 0] \times [-\hat{\mu}, \hat{\mu}] \subseteq D_1 \) for some \( \eta > 0 \), \( 0 < \hat{\mu} \leq \mu \).

It is easy to derive the expression for \( \hat{f}_{j+\frac{1}{2}}^+ \) from (3.4) and (3.2):
\[
\hat{f}_{j+\frac{1}{2}}^+ = u_j \left[ \left( \frac{2}{60} e^{-2i\phi} - \frac{13}{60} e^{-i\phi} + \frac{47}{60} e^{i\phi} - \frac{3}{60} e^{2i\phi} \right) \right.
\left. + e_1 \left( \frac{2}{6} e^{-2i\phi} - \frac{7}{6} e^{-i\phi} + \frac{11}{6} \right) \right.
\left. + e_2 \left( -\frac{1}{6} e^{-i\phi} + 5 \frac{3}{6} e^{i\phi} \right) + e_3 \left( \frac{2}{6} + 5 \frac{3}{6} e^{i\phi} - \frac{1}{6} e^{2i\phi} \right) \right].
\]  
(3.19)

Similarly we obtain the expression for \( \hat{f}_{j-\frac{1}{2}}^+ \):
\[
\hat{f}_{j-\frac{1}{2}}^+ = u_j \left[ \left( \frac{2}{60} e^{-3i\phi} - \frac{13}{60} e^{-2i\phi} + \frac{47}{60} e^{-i\phi} + \frac{27}{60} e^{i\phi} - \frac{3}{60} e^{2i\phi} - \frac{1}{6} e^{3i\phi} \right) \right.
\left. + e_4 \left( \frac{2}{6} e^{-3i\phi} - \frac{7}{6} e^{-2i\phi} + \frac{11}{6} e^{-i\phi} \right) \right.
\left. + e_5 \left( -\frac{1}{6} e^{-2i\phi} + 5 \frac{5}{6} e^{-i\phi} + \frac{2}{6} \right) + e_6 \left( \frac{2}{6} + 5 \frac{5}{6} e^{-i\phi} - \frac{1}{6} e^{i\phi} \right) \right].
\]  
(3.20)

where \( e_4, e_5, \) and \( e_6 \) are all \( O((\Delta x)^2) \), and \( e_4 + e_5 + e_6 = 0 \).

Using (3.19), (3.20), and the definition \( z(\phi) = \hat{f}_{j+\frac{1}{2}}^+ \frac{u_j}{\hat{w}_j} - \hat{f}_{j-\frac{1}{2}}^+ \frac{u_j}{\hat{w}_j} \), we obtain
\[
z(\phi) = \hat{z} + M(\epsilon_1, \epsilon_2, \ldots, \epsilon_6, \phi),
\]  
(3.21)
where

\[
\tilde{z} = -\frac{1}{30} e^{-3i\phi} + \frac{1}{4} e^{-2i\phi} - e^{-i\phi} + \frac{1}{3} + \frac{1}{2} e^{i\phi} - \frac{1}{20} e^{2i\phi},
\]

and

\[
M(\epsilon_1, \epsilon_2, \ldots, \epsilon_6, \phi) = \epsilon_1 \left( \frac{2}{6} e^{-2i\phi} - \frac{7}{6} e^{-i\phi} + \frac{11}{6} \right) + \epsilon_2 \left( -\frac{1}{6} e^{-i\phi} + \frac{5}{6} + \frac{2}{6} e^{i\phi} \right)
+ \epsilon_3 \left( \frac{2}{6} + \frac{5}{6} e^{i\phi} - \frac{1}{6} e^{2i\phi} \right) - \epsilon_4 \left( \frac{2}{6} e^{-3i\phi} - \frac{7}{6} e^{-2i\phi} + \frac{11}{6} e^{-i\phi} \right)
- \epsilon_5 \left( -\frac{1}{6} e^{-2i\phi} + \frac{5}{6} e^{-i\phi} + \frac{2}{6} \right) - \epsilon_6 \left( \frac{2}{6} e^{-i\phi} + \frac{5}{6} - \frac{1}{6} e^{i\phi} \right).
\]

We note that \( M \) is made up of two pairs of three terms, corresponding to each of the ENO stencils associated with each of the flux terms. We now bound each of the terms that comprise \( M \). Because \( \text{Re} \left( \frac{2}{6} e^{-2i\phi} - \frac{7}{6} e^{-i\phi} + \frac{11}{6} \right) = \frac{2}{6} \cos 2\phi - \frac{7}{6} \cos \phi + \frac{11}{6} \), and \(-1 \leq \cos \phi \leq 1\) for all \( \phi \), we can write

\[
\frac{1}{3} \leq \text{Re} \left( \frac{2}{6} e^{-2i\phi} - \frac{7}{6} e^{-i\phi} + \frac{11}{6} \right) \leq \frac{10}{3}.
\]

(In fact, the lower bound can be tightened to \( 95/96 \), but the proof is not sensitive to this value.)

Thus

\[
\text{Re} \left| \epsilon_1 \left( \frac{2}{6} e^{-2i\phi} - \frac{7}{6} e^{-i\phi} + \frac{11}{6} \right) \right| \leq \frac{10}{3} |\epsilon_1|.
\]

Similarly we can bound the remaining terms of \( M(\epsilon_1, \epsilon_2, \ldots, \epsilon_6, \phi) \). Finally we can obtain an expression of the form

\[
|\text{Re} M(\epsilon_1, \epsilon_2, \ldots, \epsilon_6, \phi)| \leq \Gamma_1 \max_{1 \leq m \leq 6} |\epsilon_m|,
\]

where \( \Gamma_1 \) is a positive constant that is determined by the stencils. Applying the same analysis, we can write

\[
|\text{Im} M(\epsilon_1, \epsilon_2, \ldots, \epsilon_6, \phi)| \leq \Gamma_2 \max_{1 \leq m \leq 6} |\epsilon_m|,
\]

where \( \Gamma_2 \) is a positive constant that is determined by the stencils.

We now examine the real and imaginary parts of \( \tilde{z} \):

\[
\text{Re} \tilde{z} = -\frac{1}{30} \cos 3\phi + \frac{1}{5} \cos 2\phi - \frac{1}{2} \cos \phi + \frac{1}{3}
= \frac{1}{30} \left( 4 \cos^3 \phi - 3 \cos \phi \right) + \frac{1}{5} \left( 2 \cos^2 \phi - 1 \right) - \frac{1}{2} \cos \phi + \frac{1}{3}
\]

\[
= \frac{2}{15} (1 - \cos \phi)^3;
\]

\[
\text{Im} \tilde{z} = \frac{1}{30} \sin 3\phi - \frac{3}{10} \sin 2\phi + \frac{3}{2} \sin \phi.
\]

Let \( D_4 = [-\frac{31}{15}, 0] \times [-\frac{17}{9}, \frac{17}{9}] \), and let \( \sigma_0 > 0 \) be such that the rectangle \( \sigma_0 D_4 \subseteq D_3 = [-\eta, 0] \times [-\hat{\mu}, \hat{\mu}] \) defined previously. We now use \( D_3 \) and \( D_4 \) to prove that
Using a similar analysis to the first part of this theorem, we conclude that, given \( \sigma_0 \), we can choose \( \phi \) small enough such that \(|g| < 1\). In other words, \( \exists \alpha > 0 \), such that the scaled domain \( \{ -\sigma_0 z(\phi) : 0 \leq \phi \leq \alpha \text{ or } 2\pi - \alpha \leq \phi \leq 2\pi \} \subseteq D_1 \). We now complete the proof by showing that \( D_5 = \{ -\sigma_0 z(\phi) : \alpha \leq \phi \leq 2\pi - \alpha \} \subseteq D_1 \).

Using \((3.24)\) and \((3.26)\), we obtain

\[
\frac{2}{15}(1 - \cos \phi)^3 - \Gamma_1 \max_{1 \leq m \leq 6} |\epsilon_m| \leq \Re z(\phi) \leq \frac{2}{15}(1 - \cos \phi)^3 + \Gamma_1 \max_{1 \leq m \leq 6} |\epsilon_m|.
\]

Because \( \alpha \leq \phi \leq 2\pi - \alpha \), we see

\[
\frac{2}{15}(1 - \cos \alpha)^3 - \Gamma_1 \max_{1 \leq m \leq 6} |\epsilon_m| \leq \Re z(\phi) \leq \frac{16}{15} + \Gamma_1 \max_{1 \leq m \leq 6} |\epsilon_m|.
\]

Note the \( \epsilon_m, m = 1, 2, \ldots, 6 \), are \( O((\Delta x)^2) \), and \( \Gamma_1 \) is a constant. We can choose \( \Delta x \) small enough such that \( \Gamma_1 \max_{1 \leq m \leq 6} |\epsilon_m| \leq \min \left( \frac{4}{15}(1 - \cos \alpha)^3, 1 \right) \). Therefore,

\[
0 \leq \Re z(\phi) \leq \frac{16}{15} + 1 = \frac{31}{15}.
\]

From \((3.27)\), using the fact that \( -1 \leq \sin \phi \leq 1 \) for all \( \phi \), we see that \( -\frac{11}{6} \leq \Im \tilde{z} \leq \frac{11}{6} \). Again, we can choose \( \Delta x \) small enough such that \( \Gamma_2 \max_{1 \leq m \leq 6} |\epsilon_m| \leq 1 \). Using \((3.25)\) and \((3.27)\), we have

\[
-\frac{17}{6} = -\frac{11}{6} - 1 \leq \Im z(\phi) \leq \frac{11}{6} + 1 = \frac{17}{6}.
\]

From \((3.28)\) and \((3.29)\), we conclude that \( D_5 \subseteq D_4 \). Because \( \sigma_0 D_4 \subseteq D_3 = [-\eta, 0] \times [-\bar{\mu}, \bar{\mu}] \), and \( D_3 \subseteq D_1 \), we conclude that \( \sigma_0 D_5 \subseteq D_1 \).

This completes the proof. \( \square \)

**Corollary 3.8.** The combination of WENO5 and any optimal, \( s \)-stage, first-order SSP ERK method as in [21] is linearly unstable.

**Proof.** The Butcher tableau of the optimal, \( s \)-stage, first-order SSP ERK method is of the form shown in Table 3.2.

The corresponding stability function is

\[
\left( 1 + \frac{1}{s} \tilde{z} \right)^s = 1 + \tilde{z} + \frac{s - 1}{2s} \tilde{z}^2 + \cdots.
\]

Because \( \frac{s - 1}{2s} < \frac{1}{2} \) for all \( s \geq 1 \), linear instability follows from Theorem 3.7. \( \square \)

**Table 3.2**

*Butcher tableau for optimal \( s \)-stage, order-1 SSP ERK methods.*

<table>
<thead>
<tr>
<th align="center">( s = 1 )</th>
<th align="center">( \frac{s}{2} )</th>
<th align="center">( \frac{s}{2} )</th>
<th align="center">( \frac{s}{2} )</th>
<th align="center">( \frac{s}{2} )</th>
<th align="center">( \frac{s}{2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td align="center">0</td>
<td align="center">( \frac{1}{2} )</td>
<td align="center">( \frac{1}{2} )</td>
<td align="center">( \frac{1}{2} )</td>
<td align="center">( \frac{1}{2} )</td>
<td align="center">( \frac{1}{2} )</td>
</tr>
<tr>
<td align="center">( \frac{s}{2} )</td>
<td align="center">( \frac{s}{2} )</td>
<td align="center">( \frac{s}{2} )</td>
<td align="center">( \frac{s}{2} )</td>
<td align="center">( \frac{s}{2} )</td>
<td align="center">( \frac{s}{2} )</td>
</tr>
<tr>
<td align="center">( \frac{s}{2} )</td>
<td align="center">( \frac{s}{2} )</td>
<td align="center">( \frac{s}{2} )</td>
<td align="center">( \frac{s}{2} )</td>
<td align="center">( \frac{s}{2} )</td>
<td align="center">( \frac{s}{2} )</td>
</tr>
<tr>
<td align="center">( \frac{s}{2} )</td>
<td align="center">( \frac{s}{2} )</td>
<td align="center">( \frac{s}{2} )</td>
<td align="center">( \frac{s}{2} )</td>
<td align="center">( \frac{s}{2} )</td>
<td align="center">( \frac{s}{2} )</td>
</tr>
<tr>
<td align="center">( \frac{s}{2} )</td>
<td align="center">( \frac{s}{2} )</td>
<td align="center">( \frac{s}{2} )</td>
<td align="center">( \frac{s}{2} )</td>
<td align="center">( \frac{s}{2} )</td>
<td align="center">( \frac{s}{2} )</td>
</tr>
</tbody>
</table>
Using the same analysis of Theorem 3.7, we obtain the following theorem for $s$-stage, second-order order ERK methods.

**Theorem 3.9.** Assume the ERK method is at least second order. Its stability function is of the form

$$1 + \hat{z} + \frac{1}{2} \hat{z}^2 + \tau_3 \hat{z}^3 + \tau_4 \hat{z}^4 + \tau_5 \hat{z}^5 + \tau_6 \hat{z}^6 + \cdots.$$  \hfill (3.30)

Then there exists a CFL number $\sigma$ such that the combination of this ERK method and WENO5 is linearly stable for $\Delta t/\Delta x \leq \sigma$ if the ERK method satisfies

$$\tau_3 - \tau_4 > \frac{1}{8};$$  \hfill (3.31)

on the other hand, the combination is linearly unstable if

$$\tau_3 - \tau_4 < \frac{1}{8}.$$

**Proof.** First we note that (3.30) is the amplification factor $g$ if $\hat{z} = -\sigma z$. Now choosing $\phi$ to be a small positive number, we use (3.11) and have

$$z = \left( \frac{7}{60} \phi^5 + O(\phi^6) \right) + \iota \left( \phi + O(\phi^7) \right),$$

$$z^2 = (-\phi^2 + O(\phi^8)) + \iota \left( \phi \phi^{7} + O(\phi^{9}) \right),$$

$$z^3 = O(\phi^8) + \iota \left( -\phi^3 + O(\phi^9) \right),$$

$$z^4 = \phi^4 + O(\phi^{10}) + \iota \left( \phi^5 + O(\phi^{11}) \right),$$

$$z^5 = O(\phi^{10}) + \iota \left( -\phi^6 + O(\phi^{12}) + \iota \left( \phi^{11} \right) \right),$$

and $z^l = O(\phi^7)$, $l \geq 7$. We now calculate $|g|^2$:

$$|g|^2 = \left( 1 - \frac{1}{2} \sigma^2 \phi^2 + \tau_3 \sigma^4 \phi^4 - \frac{7}{60} \sigma \phi^6 - \tau_6 \sigma^6 \phi^6 + O(\phi^8) \right)^2$$

$$+ \left( -\sigma \phi + \tau_3 \sigma^3 \phi^3 - \tau_5 \sigma^5 \phi^5 + O(\phi^7) \right)^2$$

$$= \left( 1 - \sigma^2 \phi^2 + \left( \frac{1}{4} + 2 \tau_4 \right) \sigma^4 \phi^4 - \frac{7}{30} \sigma \phi^6 - (\tau_4 + 2 \tau_6) \sigma^6 \phi^6 + O(\phi^8) \right)$$

$$+ \left( \sigma^2 \phi^2 - 2 \tau_3 \sigma^4 \phi^4 + (\tau_3^2 + 2 \tau_3) \sigma^6 \phi^6 + O(\phi^8) \right)$$

$$\left( \frac{1}{4} + 2 \tau_4 - 2 \tau_3 \right) \sigma^4 \phi^4 + \left( -\frac{7}{30} \sigma + (\tau_3^2 + 2 \tau_3 - 2 \tau_3 - 2 \tau_3) \sigma^6 \phi^6 \right).$$  \hfill (3.32)

If $\left( \frac{1}{4} + 2 \tau_4 - 2 \tau_3 \right) > 0$, i.e., $\tau_3 - \tau_4 < \frac{1}{8}$, we have $|g| > 1$ as $\phi \to 0^+$. Therefore, in this case the combination is linearly unstable.

However, if $\left( \frac{1}{4} + 2 \tau_4 - 2 \tau_3 \right) < 0$, i.e., $\tau_3 - \tau_4 > \frac{1}{8}$, we have $|g| < 1$ as $\phi \to 0^+$. Moreover, there is an intersection between the stability domain of the ERK method and the imaginary axis. The rest of the proof of stability is similar to that of Theorem 3.7. \hfill $\Box$

**Corollary 3.10.** The combination of WENO5 with any optimal $s$-stage, second-order SSP ERK method as in [21] is linearly unstable.
Table 3.3
Butcher tableau for optimal $s$-stage, second-order SSP ERK methods.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$a_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$\frac{1}{s+1}$</td>
<td>$\frac{1}{s+1}$</td>
</tr>
<tr>
<td>$\frac{1}{s}$</td>
<td>$\frac{1}{s-1}$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$\frac{1}{s-1}$</td>
<td>$\frac{1}{s-1}$</td>
</tr>
<tr>
<td>$\frac{1}{s-1}$</td>
<td>$\frac{1}{s-1}$</td>
</tr>
</tbody>
</table>

Proof. The Butcher tableau of the optimal $s$-stage, second-order SSP ERK method is of the form given in Table 3.3.

The corresponding stability function is

$$
\frac{1}{s} + \frac{s-1}{s} \left(1 + \frac{1}{s-1} \hat{z} \right)^s = 1 + \hat{z} + \frac{1}{2} \hat{z}^2 + \frac{s-2}{6(s-1)} \hat{z}^3 + \frac{(s-2)(s-3)}{24(s-1)^2} \hat{z}^4 + \cdots.
$$

Because $\tau_3 - \tau_4 = \frac{s(s-2)}{(s-1)^2} \left(\frac{1}{8} - \frac{1}{24\hat{z}}\right) < \frac{1}{8}$, the linear instability follows from Theorem 3.9.

Note that the stability function of any three-stage, third-order ERK method is $1 + \hat{z} + \frac{1}{2} \hat{z}^2 + \frac{1}{6} \hat{z}^3$. Because $\tau_3 - \tau_4 = \frac{1}{6} > \frac{1}{8}$, the combination of WENO5 and any three-stage, third-order ERK method is linearly stable. Furthermore, we have the following theorem for $s$-stage, third-order ERK methods.

**Theorem 3.11.** Assume the ERK method is third order. Its stability function is of the form

$$
1 + \hat{z} + \frac{1}{2} \hat{z}^2 + \frac{1}{6} \hat{z}^3 + \frac{1}{24} \hat{z}^4 + \cdots.
$$

Then there exists a CFL number $\sigma$ such that the combination of WENO5 and the ERK method is linearly stable for $\Delta t/\Delta x \leq \sigma$ if the ERK method satisfies

$$
(3.33) \quad \tau_4 < \frac{1}{24};
$$

on the other hand, the combination is linearly unstable if

$$
\tau_4 > \frac{1}{24}.
$$

When $\tau_4 = \frac{1}{24}$, the ERK method has the same linear stability as the fourth-order ERK methods. The corresponding results are given in Theorem 3.12.

Proof. The proof is similar to that of Theorem 3.9.

Note that, if the ERK method is at least fourth order, we have $\tau_3 - \tau_4 = \frac{1}{5}$. From (3.32), we obtain the following.

**Theorem 3.12.** Assume that the ERK method is at least order 4. Its stability function is of the form

$$
1 + \hat{z} + \frac{1}{2} \hat{z}^2 + \frac{1}{6} \hat{z}^3 + \frac{1}{24} \hat{z}^4 + \tau_5 \hat{z}^5 + \tau_6 \hat{z}^6 + \cdots.
$$

Then there exists a CFL number $\sigma$ such that the combination of the ERK method and WENO5 is linearly stable for $\Delta t/\Delta x \leq \sigma$ if the ERK method satisfies

$$
\tau_5 - \tau_6 < \frac{1}{144}.
$$
Proof. From (3.32) we conclude that 
\[-\frac{7}{30}\sigma + (\frac{7}{2} + 2\tau_5 - \tau_4 - 2\tau_6)\sigma^6 < 0\] 
for \(\sigma\) sufficiently small. Therefore, \(|g|^2 < 1\) for \(\phi\) sufficiently small and positive. In other words, \(\exists \sigma_0, \alpha > 0, \text{ such that the scaled domain } \{ -\sigma_0 z(\phi) : 0 \leq \phi \leq \alpha \text{ or } 2\pi - \alpha \leq \phi \leq 2\pi \}\) is inside the stability domain \(D_1\) of the ERK method. 

The stability function of the ERK method is now of the form 
\[g(\hat{z}) = 1 + \hat{z} + \frac{1}{2} \hat{z}^2 + \frac{1}{6} \hat{z}^3 + \frac{1}{24} \hat{z}^4 + \tau_5 \hat{z}^5 + \tau_6 \hat{z}^6 + \cdots.\]

Let \(\hat{z} = i\gamma\), where \(\gamma\) is a small real number. In other words, choose \(\hat{z}\) to be close to the origin and on the imaginary axis. It is easy to see 
\[|g|^2 = 1 + 2 \left( \tau_5 - \tau_6 - \frac{1}{144} \right) \gamma^6 + O(\gamma^8).\]

Using the condition \(\tau_5 - \tau_6 < \frac{1}{144}\), we obtain that \(|g(i\gamma)| < 1\) as \(\gamma \to 0^+\). In other words, there is an intersection between the stability domain \(D_1\) of the ERK method and the imaginary axis if \(\tau_5 - \tau_6 < \frac{1}{144}\). The rest of the proof is similar to the proof of linear stability for second-order ERK methods from Theorem 3.9. □

From Theorem 3.12, we see that \(\tau_5 = \tau_6 = 0\) for the classical four-stage, fourth-order ERK method. Therefore, its combination with WENO5 is linearly stable.

Remark 8. There is no corresponding result for linear instability as in Theorem 3.9 if the ERK method is fourth order. This is because, regardless of the values of \(\tau_5\) and \(\tau_6\), \(|g|^2 < 1\) whenever \(\phi\) is a small positive number, and \(\sigma\) is sufficiently small. On the other hand, if the stability domain \(D_1\) of the ERK method does not intersect the imaginary axis (i.e., \(\tau_5 - \tau_6 > \frac{1}{144}\)), linear instability cannot be proved as in Theorem 3.9.

Following immediately from Theorem 3.12 with \(\tau_5 = \frac{1}{120}\), we have the following theorem for \(s\)-stage, fifth-order ERK methods.

**Theorem 3.13.** Assume that the ERK method is at least order 5. Its stability function is of the form 
\[1 + \hat{z} + \frac{1}{2} \hat{z}^2 + \frac{1}{6} \hat{z}^3 + \frac{1}{24} \hat{z}^4 + \frac{1}{120} \hat{z}^5 + \tau_6 \hat{z}^6 + \cdots.\]

Then there exists a CFL number \(\sigma\) such that the combination of the ERK method and WENO5 is linearly stable for \(\Delta t/\Delta x \leq \sigma\) if the ERK method satisfies 
\[\tau_6 > \frac{1}{120}.\]

Finally we have the more general result for \(s\)-stage, order-\(p \geq 4\) ERK methods as follows.

**Theorem 3.14.** Assume that the ERK method is at least order \(p \geq 4\). Its stability function is of the form 
\[1 + \hat{z} + \frac{1}{2} \hat{z}^2 + \frac{1}{6} \hat{z}^3 + \frac{1}{24} \hat{z}^4 + \cdots.\]

Then there exists a CFL number \(\sigma\) such that the combination of the ERK method and WENO5 is linearly stable for \(\Delta t/\Delta x \leq \sigma\) if the stability domain of the ERK method includes the part of the imaginary axis of the form \([-i\mu, i\mu]\) for some \(\mu > 0\).

The proof is similar to that of Theorem 3.12.
Remark 9. We note that the presence of an intersection of the stability domain of an ERK method with the imaginary axis of the form \([-i\mu, i\mu]\) for some \(\mu > 0\) has been used to prove stability of \(s\)-stage methods of orders 1, 2, and 3 already. Combining this with the result in Theorem 3.14 allows us to conclude that the intersection of the stability domain with the imaginary axis in the form \([-i\mu, i\mu]\) for some \(\mu > 0\) is a sufficient condition for linear stability of any ERK method when coupled with WENO5.

4. Numerical results. In this section, we study two classical scalar hyperbolic conservation laws: the (linear) advection equation and the (nonlinear) inviscid Burgers equation. In both cases, the problems are posed in one dimension, and WENO5 is employed as the spatial discretization. We use a uniform mesh with \(N\) spatial subintervals. Both SSP and non-SSP ERK time integration methods are considered. We illustrate the linear instability of some well-known first- and second-order SSP ERK methods by plotting the solution at a given time \(T_{out}\) with a specified Courant number \(\sigma = \frac{\Delta t}{\Delta x}\). Extensive numerical tests have shown that smaller values of \(\sigma\) require larger values of \(T_{out}\) for the effect of the instability to clearly manifest itself.

4.1. ERK methods. In order to illustrate our theory, we consider the following four well-known ERK methods. Under appropriate assumptions, these methods can be SSP. The first three are linearly unstable when coupled with WENO5 and are used to solve hyperbolic conservation laws; the fourth is arguably the most widely used time integration method used with WENO spatial discretizations.

1. The forward Euler (FE) method.
2. The optimal two-stage, second-order SSP ERK method (which we call SSP(2,2)) with Butcher tableau (cf. Table 3.1)

\[
\begin{array}{ccc}
0 & 0 & 0 \\
1 & 1 & 0 \\
\hline
\frac{1}{2} & \frac{1}{2} & 1
\end{array}
\]

3. The optimal three-stage, second-order SSP ERK method [21] (which we call SSP(3,2)) with Butcher tableau

\[
\begin{array}{cccc}
0 & 0 & 0 & 0 \\
\frac{1}{2} & \frac{1}{2} & 0 & 0 \\
1 & \frac{1}{2} & \frac{1}{2} & 0 \\
\hline
\frac{1}{8} & \frac{1}{8} & \frac{1}{2} & \frac{1}{2}
\end{array}
\]

4. The (optimal) three-stage, third-order SSP ERK method, SSP(3,3) [3, 21], with Butcher tableau

\[
\begin{array}{ccc}
0 & 0 & 0 \\
1 & 1 & 0 \\
\frac{1}{2} & \frac{1}{4} & \frac{1}{4} \\
\hline
\frac{1}{6} & \frac{1}{6} & \frac{2}{3}
\end{array}
\]

We also consider four ERK methods that are linearly stable according to our analysis when coupled with WENO5. These methods are provably not SSP for any time step \(\Delta t > 0\). Stated differently, these methods have a radius of contractivity of 0 (see, e.g., [12]); this fact is obvious because each method has a 0 in its \(b\) vector (or quadrature weights) of the Butcher tableau.
(5) A two-stage, order-1 non-SSP ERK method (which we call NSSP(2,1)) with Butcher tableau

\[
\begin{array}{c|ccc}
0 & 0 & 0 & 0 \\
\frac{3}{4} & \frac{3}{4} & 0 & 0 \\
0 & 0 & 1 & 1 \\
\end{array}
\]

Because \( b_{201} = \frac{3}{4} \), it is a stable ERK method for WENO5 according to Theorem 3.7. Its CFL number can be directly estimated to be \( \sigma = 0.80 \); see, e.g., [9, p. 150].

(6) A three-stage, second-order non-SSP ERK method (which we call NSSP(3,2)) with Butcher tableau

\[
\begin{array}{c|ccc}
0 & 0 & 0 & 0 \\
\frac{1}{3} & \frac{1}{3} & 0 & 0 \\
1 & 0 & 1 & 0 \\
\end{array}
\]

It is easy to show that the linear stability function (and hence the amplification factor) of this ERK method is the same as SSP(3,3) and indeed all three-stage, third-order ERK methods. According to our analysis, it has the same linear stability properties, and in particular CFL number \( \sigma = 1.43 \), as SSP(3,3); see [11].

(7) A three-stage, third-order non-SSP ERK method (which we call NSSP(3,3)) with Butcher tableau

\[
\begin{array}{c|ccc}
0 & 0 & 0 & 0 \\
-\frac{1}{3} & -\frac{1}{3} & 0 & 0 \\
\frac{2}{3} & \frac{2}{3} & -\frac{1}{2} & 0 \\
\end{array}
\]

This method has negative coefficients. It is sometimes necessary to specially treat right-hand side function evaluations \( \hat{f}(u) \) that correspond to negative coefficients, e.g., by downwinding [18, 17]. However, according to our analysis, the linear stability properties of NSSP(3,3) are identical to SSP(3,3) (and all other three-stage, third-order ERK methods). We show that, even for a nonlinear problem (Example 2), it has the same stability performance as SSP(3,3).

(8) A five-stage, third-order non-SSP ERK method (which we call NSSP(5,3)) with Butcher tableau

\[
\begin{array}{c|cccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{7} & \frac{1}{7} & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{15} & 0 & \frac{3}{15} & 0 & 0 & 0 & 0 \\
\frac{1}{3} & 0 & 0 & \frac{1}{3} & 0 & 0 & 0 \\
\frac{2}{3} & 0 & 0 & 0 & \frac{2}{3} & 0 & 0 \\
\end{array}
\]

This is a new, low-storage ERK method, whose stability function is \( 1 + \hat{z} + \frac{1}{2} \hat{z}^2 + \frac{1}{6} \hat{z}^3 + \frac{1}{12} \hat{z}^4 + \frac{1}{224} \hat{z}^5 \). It is a linearly stable ERK method for WENO5 according to Theorem 3.11. Its CFL number can be directly estimated to be
σ = 2.56. Defining the effective CFL number to be $\frac{\sigma}{s}$, it is easy to see that a larger effective CFL number leads to more efficient time integration. The effective CFL number is 0.512 for NSSP(5,3), which is larger than 0.477 for SSP(3,3). We choose this scheme to illustrate that the theoretical principles described in this paper give us the ability to develop more efficient schemes than the popular SSP(3,3). We report on the results for the optimal ERK schemes for WENO5 elsewhere.

**Example 1.** The first example is the linear advection equation

$$u_t + u_x = 0, \quad 0 < x < 2, \quad t > 0,$$

with periodic boundary conditions. We consider three different initial conditions: (a) the smooth initial condition $u(x, 0) = \sin(\pi x)$, (b) the smooth but more spatially varying initial condition $u(x, 0) = \sin^3(\pi x)$, and (c) the discontinuous initial condition

$$u(x, 0) = \begin{cases} 1 & \text{if } 0 < x < 0.5 \text{ or } 1.5 < x < 2, \\ 0 & \text{if } 0.5 \leq x \leq 1.5. \end{cases}$$

(a) Figures 3 and 4 show the performance of FE and NSSP(2,1) for the problem with the smooth initial condition $u(x, 0) = \sin(\pi x)$. The solid lines in the figures are the
Fig. 5. SSP(2,2) for $u(x,0) = \sin(\pi x)$ at $T_{out} = 16$.

Fig. 6. SSP(2,2) for $u(x,0) = \sin(\pi x)$ at $T_{out} = 25$.

exact solutions, and the dashed lines are the computed solutions. Both solutions are computed with $N = 200$, $\sigma = 0.5$, and they are plotted at $T_{out} = 2$.

As expected, spurious oscillations due to linear instability are present when the FE method is used, whereas there is no instability exhibited for NSSP(2,1). Although we show only the numerical result for $\sigma = 0.5$, we emphasize that the linear instability of the FE method appears for every $\sigma > 0$, no matter how small. We observe the linear instability of the FE method for any of the later problems, whereas NSSP(2,1) is stable when $\sigma \leq 0.8$, which agrees with our expectation. However, the dissipation of NSSP(2,1) is very strong; this makes it unsuitable for computation in practice.

We now show an example of the nonconvergence effect of linear instability. Figures 5 and 6 show the result of the numerical integration using WENO5 coupled with SSP(2,2) at two different output times. The solutions are computed with $N = 200$ and $\sigma = 1.32$. Figure 5 gives the solution at $T_{out} = 16$, while Figure 6 gives it at $T_{out} = 25$. We note that oscillations are generated almost immediately at the start of the integration. By $T_{out} = 16$, Figure 5 shows significant oscillation. However, the
solution does not become unbounded, as can be seen in Figure 6 for $T_{out} = 25$; i.e., WENO5 has successfully adapted to the oscillations, not allowing them to become unbounded. However, with $N = 1000$ and the same $\sigma$, the solution quickly becomes unbounded. In other words, the spurious oscillations confirm the linear instability, but due to the nonlinear nature of WENO5, the numerical solution does not necessarily become unbounded. However, we point out that the linear instability of the combined method precludes convergence to the true solution; i.e., irrespective of the long-term boundedness, the error of the numerical solution in such cases can at best be expected to be $O(1)$.

We now compare the performance of SSP(3,3) and NSSP(5,3). Figure 7 shows the performance of SSP(3,3) with $\sigma = 1.5$ for the problem just described, while Figure 8 shows the performance of NSSP(5,3) with $\sigma = 2.5$. The solid lines in the figures are the exact solutions, and the dashed lines are the computed solutions. Both solutions are computed with $N = 200$ and plotted at $T_{out} = 30$. We choose the two CFL numbers to make the computational costs equal for both experiments. Note that

![Figure 7. SSP(3,3) with $\sigma = 1.5$ for $u(x,0) = \sin(\pi x)$.](image1)

![Figure 8. NSSP(5,3) with $\sigma = 2.5$ for $u(x,0) = \sin(\pi x)$.](image2)
the difference between the computed solution by NSSP(5,3) and the exact solution is negligible. On the other hand, spurious oscillations appear for SSP(3,3) because it is linearly stable only for CFL numbers less than about 1.43. Once again we note that the solution does not become unbounded. Another interesting observation is that, when we choose $\sigma = 1.4$ for SSP(3,3), the difference between the computed solution and the exact solution is also negligible. This means that the solution by SSP(3,3) with $\sigma = 1.5$ is inaccurate due only to linear instability. The experiment clearly favors NSSP(5,3) for its larger effective CFL number.

Our experiments show that when SSP(2,2) and SSP(3,2) are used for the above problem with a small value for $\sigma$, the instability requires a long time to develop. In many cases the oscillations are not conspicuous in a relatively short time.

(b) We can introduce more spatial difficulty by using $u(x,0) = \sin^3(\pi x)$. Figures 9–12 show the performance of SSP(2,2), SSP(3,2), NSSP(3,2), and NSSP(3,3), respectively. The solid lines in the figures are the exact solutions, and the dashed lines are the computed solutions. All solutions are computed with $N = 200$, $\sigma = 0.5$, and they are plotted at $T_{out} = 150$. 

**Fig. 9.** SSP(2,2) for $u(x,0) = \sin^3(\pi x)$.

**Fig. 10.** SSP(3,2) for $u(x,0) = \sin^3(\pi x)$. 

The linear instability of WENO5 coupled with SSP(2,2) or SSP(3,2) takes a long time to become conspicuous for this problem, whereas NSSP(3,2) and NSSP(3,3) are stable. Moreover, smaller values of $\sigma$ tend to delay the manifestation of the instability even further. We also observe that the linear instability of the combination of WENO5 and SSP(3,2) develops more slowly than that of WENO5 and SSP(2,2). This can be explained by the fact that the classical (linear) stability domain of SSP(3,2) includes the classical stability domain of SSP(2,2).

(c) The final initial condition is the step function (4.1). As we know, WENO5 is widely used in the numerical simulations of discontinuous solutions of hyperbolic PDEs. If the solution has only a few discontinuities and the wave speed is not zero, i.e., there is no stationary shock, the WENO5 stencil weights at any given point are the same as for the continuous case (3.2) for the majority of the time. That is, only the points close to the discontinuity use different discretizations because some stencil weights approach zero. However, the discretization at these points returns to those of the continuous case after the discontinuity passes through. Therefore, we
expect that our analysis for the continuous case is also relevant to such discontinuous problems. Figures 13–16 show the performance of SSP(2,2), SSP(3,2), NSSP(3,2), and NSSP(3,3), respectively, for the discontinuous initial condition (4.1). The solid lines in the figures are the exact solutions, and the dashed lines are the computed solutions. All solutions are computed with $N = 200$, $\sigma = 0.5$, and they are plotted at $T_{\text{out}} = 50$.

We again make the observation that NSSP(3,2) and NSSP(3,3) are stable, whereas SSP(2,2) and SSP(3,2) exhibit oscillations.

We now compare SSP(3,3) with NSSP(5,3) for the discontinuous initial condition (4.1). Figures 17 and 18 show the performance of SSP(3,3) with $\sigma = 1.11$ and NSSP(5,3) with $\sigma = 1.85$. We choose the two CFL numbers to make the computational costs equal for both experiments. The solid lines in the figures are the exact solutions, and the dashed lines are the computed solutions. All solutions are computed with $N = 200$, and they are plotted at $T_{\text{out}} = 10$. Spurious oscillations appear when we use SSP(3,3) with $\sigma = 1.11$, whereas there is no problem with NSSP(5,3) with
$\sigma = 1.85$. These numerical experiments show that WENO5 coupled with SSP(3,3) is stable when $\sigma \leq 1$ for the discontinuous initial condition (4.1), whereas NSSP(5,3) is stable when $\sigma \leq 1.9$. This example shows that larger time steps can be used with NSSP(5,3) than with SSP(3,3) even when the solutions have discontinuities.

**Example 2.** The second example is the inviscid Burgers equation

$$u_t + \left(\frac{u^2}{2}\right)_x = 0, \quad 0 < x < 2, \ t > 0,$$

with periodic boundary conditions and the initial condition $u(x,0) = 2 + \sin^9(\pi x)$. This is a nonlinear problem with $f(u) = u^2/2$. Thus $\partial f/\partial u = u$. For a given $\sigma$, $\Delta t$ is chosen as $\Delta t = \sigma \Delta x (\max_j u_j)$. Figures 19–22 show the performance of SSP(2,2), SSP(3,2), NSSP(3,2), and NSSP(3,3), respectively. The solid lines in the figures represent the reference solution, which is generated using WENO5 with SSP(3,3), $N = 1000$, and $\sigma = 0.5$. The dashed lines are the computed solutions, all of which have $N = 100$, $\sigma = 0.5$, and they are plotted at $T_{\text{out}} = 40$. Again we see that NSSP(3,2)
5. Conclusions. In this paper we employ a linear stability analysis for ERK time integration methods coupled with the WENO5 spatial discretization. We prove that the forward Euler method, all two-stage, second-order ERK methods, and all optimal SSP ERK methods of up to second order are linearly unstable when coupled with WENO5 and used for solving hyperbolic conservation laws. Hence all of these combined methods are also not convergent. Moreover, we show that, in our analysis, the success of the popular SSP(3,3) method is not due to the SSP property; indeed all three-stage, third-order ERK methods, including those with negative coefficients or those that are provably non-SSP, have precisely the same linear stability performance according to our analysis, and this has translated to very similar performance in

and NSSP(3,3) are stable, whereas SSP(2,2) and SSP(3,3) exhibit oscillations. This is a compelling illustration that our analysis accurately predicts the linear stability of ERK methods even with negative coefficients and even when applied to a nonlinear problem whose solution develops a discontinuity.
the examples we have presented. New stability criteria are derived for general ERK methods of any order. Numerical experiments demonstrate that, although the analysis is strictly valid only for linear constant-coefficient problems with continuous initial conditions and periodic boundary conditions, it is relevant to both linear and nonlinear problems with continuous and discontinuous solutions. It is also relevant to ERK methods with negative coefficients without a special treatment (downwinding) of the spatial operator. For linear stability of an ERK time integration method coupled with WENO5, we show that it is sufficient that the classical linear stability region of the ERK method include a piece of the imaginary axis. The analysis techniques described in this paper apply to other WENO methods such as the seventh- or higher-order WENO methods. From this analysis it is also possible to derive optimal ERK methods in terms of the CFL number for WENO5. In particular, it is possible to derive methods such as NSSP(5,3) that are more efficient (i.e., have larger effective CFL numbers) than the benchmark method SSP(3,3). We report on these results elsewhere.
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