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Figure 1: Overview of our method. (a) Real-world high throughput soybean pods dataset. (b) Single soybean pod image
pool. (c) Examples of high throughput fine-labeled multi-class soybean pods dataset. (d) The improved SEANet with
transfer learning, which is retrained on our synthetic dataset with the pretrained COCO weights. (e) Visualized results of the
retrained model raw output (24 epoch, ResNet101-FPN backbone): (1) Example of synthetic test image and real-world test
image, (2) Mask R-CNN, (3) SEANet, (4) Our method which improved the loss function of classification based on SEANet.

Over the past few years, the use of deep learning in
crop phenotyping has grown exponentially [1, 7, 10]. How-
ever, deep learning requires a lot of labeled data to train
an accurate algorithm with strong generalization ability
[2, 5, 6, 16]. A synthetic images method is capable of gener-
ating almost unlimited amounts of labeled data with various
representation under many conditions, however, it is diffi-
cult to achieve by applying image augmentation techniques
on images captured from the real world [15]. Learning from
synthetic images is one way to reduce the cost of manual an-
notation. Danielczuk et al. [4] trained an instance segmen-

tation network on their generated category-agnostic depth
image dataset. Yang et al.[17] mainly focus on one-category
instance segmentation dataset generation. The studies of
Toda et al. [15] demonstrate that synthetic images dataset,
is sufficient for training an instance segmentation model to
segment real-world high throughput barley seeds images.

To facilitate high throughput soybean pods precise phe-
notype data extraction, we modified SEANet by introducing
the focal loss function [11] to better detect actual boundary
of pods and to improve the accurate seed-per-pod estima-
tion. Because of the large amount of labeled image data
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required to train a deep learning based instance segmenta-
tion model, we propose to train such model with synthetic
high throughput soybean pods images prepared using our
novel synthetic image approach. This approach can synthe-
size numerous multi-class soybean pods images and labeled
ground truth images pair synchronously. The procedure to
generate high throughput fine-labeled multi-class soybean
pods synthetic images dataset is shown in Figure 2. Some
examples of synthetic fine-labeled multi-class soybean pods
dataset are shown in Figure 1(c).

Figure 2: The procedure of high throughput fine-labeled
multi-class soybean pods synthetic image pair (raw soy-
bean pods image, labeled mask image) and relevant yaml
file (class label file) generation method.

Supervised edge attention network (SEANet), which ex-
tend from Mask R-CNN with a fully convolutional box head
and a mask head combined with a supervised edge atten-
tion module, was proposed by Chen et al.[3], as shown in
Figure 1(d). Mask R-CNN [8] consists of a Faster R-CNN
[14] object detection algorithm as well as a fully convolu-
tion network (FCN) semantic segmentation algorithm [13].
It can be trained by massive manual-labeled images dataset
to segment specific categories of object. Usually, the cross
entropy and mean square error loss function are commonly
used in classification loss functions. In order to increase the
accuracy of seed-per-pod estimation, we improved the clas-
sification loss function by introducing focal loss function
[11] which reshape the loss function to down-weight easy
examples and focus on training hard negatives. An eval-
uation was conducted on two feature extraction architec-
tures (ResNet50/101-FPN [9] backbone). For the purpose
of enhancing the diversity of dataset, left-right, up-down,
rotation, brightness and Gaussian blur image augmentation
methods were employed herein. Transfer learning is used
by fine-tuning the pre-trained model weights based on the
MS-COCO dataset[12].

The visualized results and the quantitative evalua-
tion metrics of the instance segmentation with improved
SEANet model are illustrated herein. The output of the

improved SEANet model is a set of class names, bound-
ing boxes coordinates and masks of soybean pods regions.
Example of visualized results of synthetic test image and
real-world test image are shown in Figure 1(e), showing
that high throughput soybean pods are accurately located,
segmented and classified by the improved SEANet model
purely trained on our synthetic images dataset despite of
their size, shape, color, orientation, location, occlusion and
so on. And it showed the great performance of our method
on pods instance segmentation, keeping effective boundary
of pod and high seed-per-pod estimation regardless of the
pods vary in shape. The experiment results also demon-
strated that the instance segmentation model purely trained
by our synthetic images dataset can achieve a promising
performance. Table 1 and Table 2 summarized the quan-
titation evaluation metrics of the model retrained on our
synthetic images dataset 24 epochs. The pretrained weight
is COCO weights, and the evaluation backbone layers are
ResNet 50-FPN and Resnet 101-FPN.

In this paper, segmentation and recognition of high
throughput soybean pods based on a supervised edge atten-
tion network and synthetic dataset was constructed. The
specific work is summarized as follow: (1) A novel method
was proposed for automatically and rapidly synthesizing
high throughput fine-labeled multi-class soybean pods im-
age dataset. And a hybrid sim/real dataset was consti-
tuted for training and estimating our high throughput soy-
bean pods instance segmentation and seed-per-pod estima-
tion model. (2) The modified SEANet model purely trained
on our synthetic images dataset can achieve a promising re-
sult for high throughput soybean pods instance segmenta-
tion and seed-per-pod estimation.
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Table 1: The quantitation evaluation metrics of different methods retrained on our synthetic images dataset with ResNet50-
FPN backbone layer.

Method Mask R-CNN SEANet Our method
Test dataset Synthetic Real-world Synthetic Real-world Synthetic Real-world

Recall@[.5:.95] 0.796 0.435 0.888 0.461 0.889 0.477
mAP50 0.992 0.603 0.998 0.640 0.998 0.662
mAP75 0.992 0.401 0.994 0.434 0.996 0.462

mAP@[.5:.95] 0.863 0.342 0.873 0.360 0.875 0.375

Table 2: The quantitation evaluation metrics of different methods retrained on our synthetic images dataset with ResNet101-
FPN backbone layer

Method Mask R-CNN SEANet Our method
Test dataset Synthetic Real-world Synthetic Real-world Synthetic Real-world

Recall@[.5:.95] 0.884 0.437 0.888 0.463 0.888 0.492
mAP50 0.996 0.610 0.996 0.640 0.994 0.675
mAP75 0.992 0.408 0.994 0.448 0.994 0.479

mAP@[.5:.95] 0.865 0.345 0.873 0.365 0.873 0.389
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