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Abstract

Roots and their temporal development play an important role in plant research. Over the decades image-based monitoring of root growth has become a key methodology in this research field. The growing amount of image data is often tackled with automatic image analysis approaches. In particular convolutional neural networks (CNNs) recently gained increasing interest for root segmentation. This segmentation of roots is usually only the first step of an analysis pipeline and needs to be supplemented by topological reconstruction of the complete root system architecture.

In this paper we present a comprehensive study of different CNN architectures, loss functions and parameter settings for root image segmentation. In addition, we show how main and lateral roots can be identified based on the skeletons of segmented root components as a first step towards topological reconstruction of root system architecture. We present quantitative and qualitative results on data released in the course of the CVPPA Arabidopsis Root Segmentation Challenge 2021.

1. Introduction

Roots are an important organ of plants. They play essential roles in ensuring secure anchorage and in uptaking vital nutrients from the soil. Hence, root physiology and status have a major impact on growth and development of plants and render them a key topic in plant research. Quantitative data about root mass and root system development over time provide a solid basis for understanding functional relationships between environmental conditions, plant development and the status of ecosystems as a whole [3]. As roots are the plant organs least accessible, in the beginning of root studies direct manual measurements from excavated roots dominated the collection of quantitative data.

Meanwhile image-based techniques are well established. For experiments in soil minirhizotrons are available which allow for non-destructive acquisition of time series data of roots as basis for developmental studies [9]. Such image data does not provide enough information to reconstruct the architecture of the complete root system, but data is restricted to overall root length or mass in the sample area. As an alternative, growing plants in culture medium within transparent plates and regular acquisition of images from such plates (Fig. 1) has become a popular protocol for studying the development of complete root systems [1].

Automatic analysis of such data typically subsumes two analysis stages. In the first stage images are segmented to separate roots from the image background on the pixel level. Essentially this allows to estimate root mass. Root topology is extracted in the second stage where different levels are considered. Identification of the center pixels of the roots allow for length measurements. The reconstruction of complete root system architectures subsumes in addition explicit annotation of branching points, as well as distinction between the main root (MR) and lateral roots.

Over the decades the methodology for root image analysis has emerged from pure manual image annotation to fully automatic approaches. During the last years particularly deep learning with convolutional neural networks (CNNs) has proven suitable for solving the root image segmentation task. As all methods based on deep learning, such ap-
proaches strongly rely on a sufficiently large set of annotated training data which often forms a serious bottleneck.

Two data sets of annotated root images were released for the Arabidopsis Root Segmentation Challenge organized in conjunction with the 7th Workshop on Computer Vision in Plant Phenotyping and Agriculture held as part of the ICCV 2021 (for details see Sec. 4). The task of the challenge is to segment all roots from a given image and to identify the MR and all lateral roots of individual plants (Fig. 1).

In this paper we present a fully automatic approach for solving the challenge task. Root segmentation is performed by applying CNNs to individual images of a time series. We decided to treat the images of a time series independently, as for the challenge training data annotations are available only for few, non-consecutive images of each series. To subsequently identify the MRs in the segmentation results we rely on topological analysis of root skeletons extracted from the segmentation results. Our CNN model with which we successfully participated in the challenge comprises a U-Net architecture with VGG16 backbone and was trained by first applying a loss function combining dice loss and cross entropy, and then by fine-tuning with focal loss. The model was selected from pre-studies on the challenge data.

The main contributions of this paper are two-fold. On the one hand we not only discuss our challenge model and the results, but extend our pre-studies towards a comprehensive comparative overview of additional architectures and loss functions for the segmentation of Arabidopsis root images. On the other hand, we present our approach for post-processing the segmentation results towards proper reconstruction of the complete root system architecture (RSA), focusing on the challenge task of extracting the MRs. Root segmentation results and outcomes of MR extraction are comprehensively evaluated quantitatively as well as qualitatively on the challenge training and test data sets.

The remainder of this paper is organized as follows. In Sec. 2 we give an overview of related work before we present our studies and methods in Sec. 3. Details about the data sets are provided in Sec. 4, while experimental results are presented in Sec. 5. A conclusion is given in Sec. 6.

2. Related Work

Deep learning and CNNs became the prevailing technique in image analysis with the publication of AlexNet [11] for the task of object classification. In the following years they have been extended to the task of semantic segmentation with the proposal of FCN in [13] and encoder-decoder architectures with SegNet [2] and U-Net [18]. These architectures have been extended based on residual-blocks [7], inception modules [24], and the hourglass architecture [16], see also [5] for an early review.

Besides network architecture another important ingredient for good performance is training with an adequate loss function. [8] discuss and evaluate several common ones like cross entropy and dice loss, and also less common ones like focal loss. These functions have the drawback to penalize false positives or false negatives without considering distances to the nearest annotated and the next predicted foreground pixel, respectively. The Weighted Hausdorff Distance (WHD) is proposed in [27] to overcome this problem.

The task of segmenting roots from images is often tackled with conventional segmentation techniques like intensity thresholding in BRAT [22] or ridge filtering in MyRoot [6], sometimes still relying on manual user intervention, e.g., for selecting appropriate threshold values like in EZRoot-VIS [19]. Recently CNNs gained larger importance in this field. SegRoot [25] adopts the SegNet architecture and applies a dice loss function for extracting roots from minirhizotron images. [23] build upon the U-Net architecture with a loss combining cross entropy and the dice loss for the same task. RootNav 2.0 [28] is specifically designed for assay images using an encoder-decoder configuration integrating an hourglass network at the interface between encoder and decoder. PhenomNet [29] not only tackles the root segmentation task, but also integrates Recurrent Neural Networks based on Long Short-Term Memory to couple phenotypic predictions with genotypic analysis. In [4] a CNN based on U-Net employing residual blocks is proposed. It applies deep supervision of intermediate results and adds convolutional layers at the end of the U-Net core.

The separation of roots and background is only the first step in root image analysis. In many cases subsequent post-processing steps are applied, e.g., to close gaps and link segmented components which belong to the same root. In MyRoot 2.0 [6] a tracking algorithm is implemented which aims to link all fragments of a root between root tips and the hypocotyl based on distance heuristics. RootNav [17] adopts the A* search algorithm to extract paths from root tips to seeds along lateral and MRs. While in the original paper [17] seeds and tips had to be selected manually by the user, in RootNav 2.0 [28] these are now automatically predicted by the CNN in parallel to potential root pixels.

3. Methods

3.1. Semantic Segmentation

For our studies we choose the basic encoder-decoder variants SegNet and U-Net due to their popularity especially in the life sciences and their use for the root segmentation task [23, 25]. They differ mainly in how they incorporate information from the encoder stage into the decoder. In SegNet, the positions of maximal values selected in the maxpooling operations are used in the corresponding upsampling step in the decoder to initialize the upsampled feature maps. The other values are filled with zeros and then interpolated with convolution. In contrast, U-Net upsamples
the last feature map in a resolution level with a trainable transpose convolution and concatenates the last feature map from the encoder with the same spatial resolution.

In addition we investigate hierarchical feature integration (Hi-Fi) proposed in [31] for the task of skeleton detection in the wild. This can be viewed as an extension of FCN [13] and Holistically-Nested Edge Detection (HED) [26]. The latter uses the last feature map of all resolution levels to compute multiple predictions, the so-called side outputs, which are subject to intermediate supervision. In addition they are fused to the final prediction. Hi-Fi proposes a richer way to incorporate the features of the encoder. First, not only the last, but all feature maps of each resolution level are fed into the side outputs. Second, the feature maps are not directly fused into prediction with a 1×1 kernel, but first convolved with 3×3 kernels into feature maps as a basis for side output predictions. Third, features from neighboring resolution levels are combined, which results in Hi-Fi level 1. This combination of neighboring resolutions may be recursively repeated yielding further Hi-Fi levels and, as in HED, all side outputs are supervised. [31] advise to use one or two levels of the hierarchy. The tasks of edge or skeleton detection and semantic segmentation share common challenges. E.g., HED, proposed for edge detection, was applied to skeleton detection [10, 20, 31]. In previous studies we found HED suitable for root detection in minirhizotron images. As in addition roots exhibit strong symmetries we explore the potential of Hi-Fi for root segmentation.

A second focus in our study are loss functions as they optimize different characteristics of the segmentation. These are the cross entropy (CE) commonly used for semantic segmentation and the dice loss (DI) [14] as the inverse of the dice score which optimizes one of the evaluation metrics. In addition we combine DI with CE weighted by 0.3 (CombCED) as suggested in [23] to overcome a drawback of DI yielding a zero loss if no pixel is annotated as root.

We also use the Weighted Hausdorff Distance (WHD) defined in [31] as:

\[
L_{WHD} = \frac{1}{\lvert Y_+ \rvert} \sum_{b \in \Omega} \min_{a \in Y_+} d(b, a) + \sum_{b \in \Omega} \frac{\min_{a \in Y_+} d(b, a) + \varepsilon}{\gamma} \varepsilon + \frac{\varepsilon}{\gamma} \varepsilon,
\]

where \(Y_+\) is the set of annotated foreground pixels, \(p_f(b)\) the probability of pixel \(b\) to be predicted as foreground, \(\Omega\) the image domain, \(\lvert Y_+ \rvert = \sum_{b \in \Omega} p_f(b), d(a, b)\) the Euclidean distance between two pixels, \(\alpha\) a weighting factor, and \(d_{max}\) the maximal distance between two pixels. The first term is a proxy to the average distance of predicted foreground pixels to the nearest annotated foreground pixel. \(\varepsilon = 10^{-6}\) is added to avoid division by zero. The second term is an approximation of the averaged minimal distance of foreground pixels to the nearest prediction. Setting \(\alpha > 1\) emphasizes the second term with respect to the first one.

The WHD as defined is vulnerable in case no or few pixels are annotated as foreground and the majority of pixels is predicted as background with a large probability. Although this prediction is near the correct answer the first term yields a large value. We cure this problem setting predictions \(p_f(b) < 0.1\) to zero. If no pixel is annotated as foreground \(d(a, b)\) in the first term is undefined and we define \(d(a, b)\) as the minimal distance of \(b\) to the border of \(\Omega\) plus one. The second term is defined as zero in this case.

In [27] it is reported that WHD leads to unstable training and is therefore combined with the patch-based point loss (PPL) defined as

\[
L_{ppl} = \sum_{\Omega_{i,j}} \sum_{b \in \Omega_{i,j}} \hat{p}_f(b) - |\Omega_{i,j} \cap Y_+| \quad (2)
\]

where the windows \(\Omega_{i,j}\) are a partitioning of the image domain, \(\hat{p}_f(b)\) is the predicted probability \(p_f(b)\) if \(p_f(b) > \lambda_T\), zero otherwise. Thus, PPL compares the sum of these clamped probabilities and the number of foreground pixels in a window summed over all non overlapping windows. Similar to [27] we use a linear combination

\[
\mu \cdot WHD + (1 - \mu) \cdot PPL, \quad \mu \in [0, 1], \quad (3)
\]
as loss function after an initial training, where in our experiments we use CombCED.

In analogy we use the focal loss (FL) [12] as a loss function subsequent to an initial training of weights in an attempt to improve a pretrained network. FL generalizes CE by adding a modulation factor:

\[
L_{FL} = - \sum_{b \in \Omega} (1 - p_t(b))^\gamma \log(p_t(b)), \quad (4)
\]

where \(p_t(b)\) is the predicted probability for the true class. In case of \(\gamma = 0\), FL reduces to CE. FL emphasizes the hard to predict examples during training.

### 3.2. Post-processing and main root extraction

Applying the CNNs to the input images provides us with binary predictions for root pixels and background. However, as until now no topological knowledge has been considered in the segmentation process, roots sometimes decompose into multiple connected components. While this is not a serious problem with regard to overall segmentation accuracy as, e.g., measured by recall and precision rates, gaps significantly hamper the extraction of overall root system architecture and, with regard to the challenge task, in particular the extraction of the MR for each plant.

Therefore we use a post-processing pipeline on the segmentation results where we also consider temporal information from time series. The post-processing consists of two
main stages. First we aim at closing gaps in roots and reconnect branches to the main component of a plant that might have been detached. Subsequently, assuming that each plant is now represented by a single connected component, the MR of the corresponding plant is extracted based on topological skeleton analysis and graph-based path search. Both stages rely on the skeletons of the connected components which are extracted with the algorithm of Zhang et al. [30].

Gap closing and branch reconnection Gaps splitting the segmentation of a root system can be distinguished into two main categories: (I) gaps within a stretch of a root, (II) gaps disconnecting the root system at branching points. We consider both cases in turn.

Gaps of type (I) are characterized by pairs of end points in the skeleton where both points are only a short distance apart from each other and the skeleton segments located next to the end points do not significantly differ in their orientations. Thus, we initially locate skeleton end points as points with not more than one neighboring pixel in the skeleton. Subsequently all pairs of end points are detected which satisfy the following three criteria: (i) small distance, (ii) similar orientation of the skeletons at both end points, (iii) which are in turn similar to the orientation of the line connecting both end points. Thresholds for these criteria are set empirically. To connect such pairs of end points we apply a Dijkstra shortest path search. To this end we convert the local image patch around both end points into a graph representation with the pixels as graph nodes and their 8-neighbors connected by edges. The weight of the edges is defined as the response of an anisotropic vesselness filter measuring the correlation between the local intensity structure and the theoretical landscape of locally linear root structures (for more details see [15] where the same idea is used to close cell contours). If the final path is not longer than 1.5 times the distance between the end points they are connected. The width of the connecting segment is derived from the width of the root segments to be connected.

In case of type (II) gaps typically only a skeleton end point exists in the detached branch, but not in the root to be connected to. To check if an end point of a branch should be reconnected to a nearby root component we estimate the orientation of the final part of the skeleton branch and search in its direction for nearby root pixels. If at least one pixel is found within a maximum distance we insert a line segment and derive its width from the width of the branch.

Main root extraction The root system of an Arabidopsis plant consists of a single MR and any number of lateral roots. According to biological experts there is no clear definition of the MR except that it starts at the hypocotyl and is usually the longest root. In many images of the challenge data sets the hypocotyl cannot easily be localized, as it is often hidden by leaves and their stems. Thus, we define it as the end or branch point of the skeleton of the plant component located topmost in the image. As tip of the MR we use the pixel of the component closest to the bottom image border. The MR can then be found as the shortest path between root tip and hypocotyl applying a Dijkstra path search.

Obviously this approach assumes that each plant is represented by a single component. In practice this assumption is often not fulfilled as even after gap closing multiple components may survive for one root system, and further components may result from clutter or leaves. Hence, to select a single component per plant we define position priors for the hypocotyls and restrict locations of tip points with positions in the previous frame. In all experiments of the challenge test data set four seeds are initially planted in the upper third of the images at approximately constant positions. Thus, we define four regions of interest (ROIs) in the upper third of the image around the four seed positions and process each of these ROIs independently. We identify the largest connected component within the ROI and detect the MR within this component as described above.

The localization of the tip of the MR as described fails in some cases. One such situation occurs if the roots of two or more plants overlap and the corresponding components merge. We detect such cases by comparing the size of the components of each plant between subsequent frames. In case of overlapping roots the size usually almost doubles and the connected component covers more than one plant. As a consequence it contains the tip points of several MRs and the lowest pixel selected as tip may be the wrong one. We avoid this by enforcing additional constraints on the tip point of a plant, i.e., enforce a certain maximal distance from the position in the previous frame. This maximum distance, however, may lead to cases where no tip is found at all. This happens if a wrong connected component was initially selected, e.g., due to clutter in the ROI. In such cases we process the second largest component which in the majority of situations is the correct one.

Finally we remove all components which are too small and/or too far away from any MR component (see Sec. 5.2).

4. Data Sets

We conduct our experiments on the data sets of the Arabidopsis Root Segmentation Challenge 2021. For model training two data sets with partial annotations were provided. Due to time constraints we use only the one with binary labels consisting of 34 video sequences yielding a total of 1542 images. For 207 images annotations of roots and background is given, yielding data set $D_{bin}$. The challenge test data set $D_{test}$ provided without annotations comprises 22 video sequences with a total number of 933 images.

We randomly partition $D_{bin}$ into training $D_{train}^{bin}$, validation $D_{val}^{bin}$ and test $D_{test}^{ext}$ data set with the ratio of 70:20:10. We crop images to size $512 \times 512$ pixels with an offset of 384 or to size $256 \times 256$ pixels with an offset of 192.
5. Results

5.1. Semantic Segmentation

**Experimental Setup** For SegRoot training we use the SegNet implementation\(^1\) and optimizer described in [25].

The U-Net architecture in the original structure and in the VGG16 structure as well as the Hi-Fi architecture are our own implementations in PyTorch. Training and test is based on the code\(^2\) used in [23]. We implement FL as well as WHD and PPL in addition to the existing dice and CE losses. In PPL we set the patch size to 32, as suggested in [27], and \(\lambda_T = 0.5\) as this is our threshold for prediction. During training we use the stochastic gradient descent as optimizer with a momentum 0.99 and weight decay \(10^{-5}\). As a result we always choose the epoch with the best validation results and also test our net on this epoch.

**SegRoot** The SegRoot network [25] was initially designed for root segmentation in minirhizotron images. Here we retrain the network from scratch in different configurations. The SegRoot code supports to configure the network structure, i.e., the number of feature maps in the first convolutional layer (width), which is then doubled subsequent to each max pooling, and also the number of resolution levels (depth). In the original work a width of 8 and a depth of 5, i.e., an 8-5-net, was proposed as best compromise between network complexity and segmentation performance. Configurations with larger widths showed slightly better performance, but generally required more training time.

We tested configurations with widths of 8, 16 and 32, and depths of 4 and 5. A learning rate \(lr = 10^{-2}\) was applied for the 8-5-net in [25], and for wider configurations \(lr = 10^{-4}\) was chosen. For widths of 16 and 32 \(lr = 10^{-4}\) worked well in our studies, but with \(lr = 10^{-2}\) no learning process was observed on the 8-4- and 8-5-nets, i.e., scores dropped instantly close to zero and never recovered. Thus, we tested also learning rates of \(10^{-3}\), \(10^{-4}\) and \(10^{-5}\), but with \(lr = 10^{-3}\) learning neither happened. Batch sizes varied with available memory from 64 for the 8-5- and 16-4-nets, 32 for the 16-5- and 32-4-nets to 16 for the 32-5-net. SegRoot requires to use crops of size \(256 \times 256\). The dice scores for the various experiments on \(D_{\text{bin}}^{\text{test}}\) are shown in Tab. 1.

The best dice score on \(D_{\text{bin}}^{\text{test}}\) was achieved with the 32-4-net performing slightly better than 16-4 with \(lr = 10^{-4}\) and 32-5 with \(lr = 10^{-5}\). Configurations like 8-4 and 16-5 with \(lr = 10^{-4}\) performed also well. On the contrary, trainings with \(lr = 10^{-5}\) performed significantly worse, except for the 32-5-net, but with \(lr = 10^{-4}\) no training at all could be initiated for this net. According to studies on configurations with a width of 64 in [25] it might be hypothesized that such network models could boost the SegRoot performance further, and we plan to extend our study towards these models.

<table>
<thead>
<tr>
<th>width</th>
<th>(lr = 10^{-4})</th>
<th>(lr = 10^{-5})</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>0.833</td>
<td>0.614</td>
</tr>
<tr>
<td>16</td>
<td>0.870</td>
<td>0.776</td>
</tr>
<tr>
<td>32</td>
<td>0.874</td>
<td>0.817</td>
</tr>
</tbody>
</table>

Table 1. Dice scores for \(D_{\text{bin}}^{\text{test}}\) for different SegRoot widths (8, 16, 32), depths (4, 5) and learning rates (\(lr = 10^{-4}\), \(10^{-5}\)). For the 32-5-net with \(lr = 10^{-4}\) no learning process could be observed.

**U-Net and Hi-Fi** As an alternative to SegNet we investigate U-Net and Hi-Fi. As the structure of the encoder resp. backbone we employ VGG16 [21] and the one proposed in the original U-Net paper [18]. As loss functions CE, DI, and CombCED are used, group normalization as opposed to no normalization, and learning rates of \(10^{-3}\) and \(10^{-4}\). Thus, a total of 48 combinations of hyper parameters result.

First, we conducted 8 replicates of the hyper parameter combination used for the challenge submission (see below) to estimate the variance due to random initialization. The mean dice score on \(D_{\text{bin}}^{\text{test}}\) is 0.910 with a maximal difference of 0.0020. In the following we consider differences of the dice score in the second decimal place as considerable and not to be attributed to random effects.

![Boxplot of dice scores on \(D_{\text{bin}}^{\text{test}}\)](https://example.com/boxplot.png)

Figure 2. Boxplot of dice scores on \(D_{\text{bin}}^{\text{test}}\) for different backbone structures, loss functions, and normalizations. Top row: VGG16 structure, bottom row: original U-Net structure.

The boxplots in Fig. 2 show that CombCED yields a better dice score in almost all cases compared to CE. This may be partly attributed to the fact, that we assess performance with the dice score which is part of the CombCED loss function. In addition, however, CE is less robust with respect to hyper parameters which are thus more difficult to tune. DI can be expected to perform well, as it coincides with the performance measure. However, training is quite unstable in this case resulting in a dice score of less than 0.02 for 8 of the experiments. As evident from Tab. 2 only one of

---

\(^1\)https://github.com/wwtw0330/SegmentRoot

\(^2\)https://github.com/Abe404/segmentation_of_roots_in_soil_with_unet
shows that using CombCED the four combination and recall vary slightly and quite symmetric around the appropriate one depends on the other hyper parameters. we speculate that CE alleviates the instability of DI in the combination still giving the advantage of dice as the performance measure. normalization and VGG16. We speculate that CE alleviates the instability of DI in the combination still giving the advantage of dice as the performance measure. Table 2. Dice scores on $D_{bin}^{test}$ using group normalization.

<table>
<thead>
<tr>
<th>$lr$</th>
<th>CombCED</th>
<th>CE</th>
<th>DI</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-Net, VGG16 Structure</td>
<td>$10^{-3}$</td>
<td>0.902</td>
<td>0.882</td>
</tr>
<tr>
<td>U-Net, Original U-Net Structure</td>
<td>$10^{-3}$</td>
<td>0.910</td>
<td>0.890</td>
</tr>
<tr>
<td>Hi-Fi, VGG16 Structure</td>
<td>$10^{-3}$</td>
<td>0.910</td>
<td>0.870</td>
</tr>
<tr>
<td>Hi-Fi, Original U-Net Structure</td>
<td>$10^{-3}$</td>
<td>0.907</td>
<td>0.863</td>
</tr>
<tr>
<td>$l_{t}$</td>
<td>Recall</td>
<td>Precision</td>
<td>Dice</td>
</tr>
<tr>
<td>--------</td>
<td>--------</td>
<td>------------</td>
<td>------</td>
</tr>
<tr>
<td>$l_{t} = 10^{-8}$</td>
<td>0.856</td>
<td>0.946</td>
<td>0.899</td>
</tr>
<tr>
<td>$l_{t} = 10^{-9}$</td>
<td>0.889</td>
<td>0.929</td>
<td>0.908</td>
</tr>
<tr>
<td>$l_{t} = 10^{-10}$</td>
<td>0.907</td>
<td>0.914</td>
<td>0.910</td>
</tr>
</tbody>
</table>

Table 3. Test results on training with a linear combination of WHD and PPL with varying weighting factor $\mu$ as loss function and different learning rates. For $l_{t} = 10^{-8}$, $10^{-9}$ and $10^{-10}$ recall/precision/dice are given.

Table 4. Test scores for focal loss with $\gamma = 1.0$ trained on pretrained weights with different learning rates.

Figure 3. Performance on $D_{bin}^{val}$ in the course of training. Black: dice score, red: precision, green: recall.

these instable trainings occurs when using group normalization. In contrast we find only one such experiment for CE, and none for CombCED. In case of successful training in most cases competitive dice scores result compared to CombCED, which is true for all experiments with group normalization and VGG16. We speculate that CE alleviates the instability of DI in the combination still giving the advantage of dice as the performance measure.

Next we analyze the effect of group normalization. Fig. 2 indicates that adding normalization tends to produce a more stable performance. Comparing all experiments with respect to normalization variants, CombCED gives a considerable better dice score in two thirds of experiments and comparable results otherwise. For CE no clear tendency can be observed if the single experiment with a lack in proper learning is omitted. Due to these findings we only consider training with group normalization in the following.

Tab. 2 shows that using CombCED the four combinations of network type and backbone structure perform comparable with the exception of Hi-Fi and $l_{t} = 10^{-4}$. Training with DI yields comparable results except for one experiment where no learning happened at all. This dice score of 0.90 ± 0.01 for these experiments is the best performance on our test set we observed. The CE delivers considerable worse dice scores for most of the cases, especially for $l_{t} = 10^{-4}$. With respect to learning rate $l_{t} = 10^{-3}$ outperforms $10^{-4}$ for several combinations. However, we feel that more experiments should be performed and expect that the appropriate one depends on the other hyper parameters.

In all experiments where learning was successful precision and recall vary slightly and quite symmetric around the stable dice score. In Fig. 3 the evolution of performance during training on $D_{bin}^{val}$ is displayed.

In summary, we find a slight advantage of CombCED loss and group normalization, while both network types – U-Net and Hi-Fi – and backbone structures perform comparable. Obviously, still more combinations of hyper parameters could be examined. However, we speculate that no significant improvements may be achieved especially taking ambiguities of groundtruth annotation into account, see also “Qualitative results” below.

**WHD and PPL loss** We employ a linear combination of WHD and PPL to train a U-Net with the VGG16 structure which was pretrained using CombCED, $l_{t} = 10^{-4}$ and group normalization. Due to memory limitations caused by WHD crops sized 256 × 256 pixels are used and $\alpha$ is set to 4. We train 15 epochs and then choose the epoch with the best validation dice score for testing and present results in Tab. 3. Training with $l_{t} = 10^{-9}$ and $l_{t} = 10^{-10}$ results in a slight decrease of the dice score compared to the pretrained network and a slight imbalance between precision and recall developments. Using $l_{t} = 10^{-8}$ intensifies this effect especially with increasing $\mu$ from 0.4 to 0.5 and 0.6. To summarize, at least based on these three performance metrics WHD does not give an improvement, but rather a decline in performance. Potential improvements with respect to the aim of geometry-awareness are hard to quantify and need to be scrutinized more carefully.

**Focal loss** As a second loss to further train the same U-Net with VGG16 structure we use the focal loss. In Tab. 4, we show recalls, precisions and dice scores for different learning rates. With respect to these performance measures $l_{t} = 10^{-10}$ and $10^{-9}$ are obviously too small.
to make a difference. With the increase of the learning rate, precision and recall diverge with considerable higher precision while reducing the recall. This leads to an insignificant change of the dice score. With $lr = 10^{-7}$ the imbalance of recall and precision further increases and the decrease of the dice score gets considerable. Whether this increase in precision for the price of smaller recall is an advantage and if so to which degree is to be answered by the application.

**Qualitative results** For our challenge results we choose the U-Net with VGG16 structure, CombCED, $lr = 10^{-4}$, and group normalization due to best performance in our preliminary tests on $D_{test}^{bin}$ (data not shown). After 40 epochs we continued training with FL setting $\gamma = 1.0$ using $lr = 10^{-8}$ as visual inspection indicated superior performance on $D_{test}$. We observed that including training with FL decreases false positives (FPs) in the leaf regions. While it also induces more false negatives (FNs) in root gaps this is at least partially compensated by gap closing in the post-processing stage. Note, that we trained using crops of size $256 \times 256$ during the preliminary tests, thus the performances given in Tab. 2 and 5 slightly differ.

Qualitative aspects of the results achieved with this network are discussed next. While the roots are usually quite well segmented in the middle and lower parts of the images, errors seem to appear more frequently in the upper parts containing the leaves. To validate this quantitatively, we evaluate the region at the top including most leaves and the rest of the images separately. The leaf region is sized $2000 \times 645$ pixels and located with its top left corner at position $(620, 0)$. In Tab. 5 recalls, precisions, and dice scores are given.

<table>
<thead>
<tr>
<th></th>
<th>Recall</th>
<th>Precision</th>
<th>Dice</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image complete</td>
<td>0.884</td>
<td>0.940</td>
<td>0.911</td>
</tr>
<tr>
<td>Leaf region</td>
<td>0.844</td>
<td>0.912</td>
<td>0.879</td>
</tr>
<tr>
<td>Non-leaf region</td>
<td>0.902</td>
<td>0.951</td>
<td>0.926</td>
</tr>
</tbody>
</table>

Table 5. Evaluation results on leaf and non-leaf regions in $D_{bin}^{test}$.

Performance is best in non-leaf regions and outperforms all scores on the complete images. For the leaf regions performance significantly drops compared to the non-leaf regions, but also with regard to complete images, e.g., the dice score drops from 0.926 and 0.911, respectively, to 0.879. Thus, improving segmentation in particular in leaf regions seems to be promising for boosting segmentation quality.

Given the above observations we further investigated root segmentation in leaf regions by visual groundtruth comparisons. It turns out that root annotations seem inconsistent sometimes which occasionally causes errors with regard to groundtruth although the segmentation appears reasonable according to the image data. First, roots covered by leaves are sometimes annotated as foreground, sometimes not. For the samples in Fig. 4 our network predicts parts of the roots behind the leaves, which for the example in the left column (A) results in FNs as well as TPs, while for the example in the second column (B) FPs result. Second, the hypocotyl position is sometimes very roughly localized so that parts of the stem are marked as root. In Fig. 4, third column (C), the hypocotyl is properly localized and our segmentation is consistent with the annotation, while in the forth column (D) parts of the stem are also annotated as foreground which we miss in our segmentation.

Additionally, in some images there are spurious pixels annotated as foreground distant to the nearest root system. While these incorrect annotations have only weak impact on the dice score the effect on the Hausdorff Distance, one of the challenge metrics, may be considerable.

5.2. Root Segmentation Challenge

According to the challenge organizers our CNN described in the previous paragraph achieved a dice score of 0.761 and completeness and correctness scores of 0.894 and 0.955, respectively, on a subset of 132 images of $D_{test}$ which were used for producing the challenge results. Compared to a human annotator who provided annotations for comparison and achieved a dice score of 0.802 with completeness and correctness scores of 0.957 and 0.948, respectively, this is only slightly worse. However, if we compare to the dice scores on $D_{bin}^{test}$ of roughly 0.91 that we observed...
during training of our model, the challenge results are significantly worse. The primary reason for these large deviations seem to originate from the fact that we often miss larger parts of lateral root tips as shown in Fig. 5a. This could point to significant differences in image characteristics between our training data $D_{bin}$ and the test data $D_{test}$.

Our post-processing stage for extracting the MRs relies on several empirically chosen parameters which were set rather liberal. As the challenge evaluation metrics considers the total number of detected components, our intention was to reduce the number of components as much as possible while accepting some small erroneously closed gaps. Hence, we extract paths between end points with a maximum distance of 40 pixels and a maximum deviation in orientations of 50°. For reconnecting branches the maximal distance is set to 20 pixels. After extracting the MR we remove all components smaller than 75 pixels, components smaller than 250 pixels if more distant than 100 pixels to all plant components, and components smaller than 500 pixels if more distant than 350 pixels. This allows to eliminate clutter, but keep branches and other root parts that could not be linked to the main component of a plant.

We performed a thorough analysis of the quality of our MR extraction by visually inspecting all 933 images of $D_{test}$. In 17 out of the 22 video sequences almost 90% of the MRs seem to be identified correctly. This is also confirmed by our challenge results where we achieve a completeness of 0.918 and a correctness of 0.952 on the MR pixels. If MR extraction fails to a large extent this is mostly attributable to one of three typical issues. In the early images of a video sequence where plants start to grow it is often hard to distinguish between small components resulting from clutter and correct root components (Fig. 5b). From our subjective assessment and without knowing the groundtruth we may sometimes miss small roots and MRs in the first images of a sequence. Likewise, sometimes wrong components are selected as root components leading to MRs located in noise components. A third more serious source of errors are path errors where the correct component is traced, however, the MR path includes wrong root segments. This mainly happens at the top or bottom of root components if the hypocotyl or tip point is wrongly detected, e.g., due to the roots growing out of the image or plate, or the seed points and roots being covered by parts of a leaf or stem (Fig. 5c, d). In some rare cases the MR path is wrongly extracted due to ambiguities in the image data (Fig. 5 e, f) where it is hardly possible to correctly trace the MR without considering additional temporal information. Including such data in MR extraction would be one of the most promising directions for improving the quality of MRs. Anyway, most of the MR errors due to these issues affect only small portions of the MR. In three video sequences, however, MR extraction fails seriously for a couple of images. In these sequences components for different plants merge and the path extraction in parts follows roots of the wrong plant (Fig. 5 g). Here also temporal information and path alignment between successive time points might help to extract MR paths more robustly.

6. Conclusions

CNNs are a common approach for semantic segmentation and have also gained interest to segment root images. Here we present our approach for the segmentation task of this year’s CVPPA Arabidopsis Root Segmentation Challenge. In general, we achieve fair segmentation scores and particularly succeed in identifying the main roots, while complete segmentation of the tips of lateral roots remains challenging. Thus, our study on alternative CNN architectures, loss functions and parameters could guide the development of more powerful models. Together with considering additional temporal information from time series in the post-processing stage this may lead to further performance boosts and foster progress in root image segmentation.
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