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Figure 1: Our unified geometric skinning method for rigid and deformable bodies with two-way force coupling (left), is well suited for
anatomical models that have a mix of hard and soft tissues, such as dynamic simulations of the tongue, jaw, skull, and vocal tract (right).

Abstract
We propose a novel geometric skinning approach that unifies ge-
ometric blending for rigid-body models with embedded surfaces
for finite-element models. The resulting skinning method provides
flexibility for modelers and animators to select the desired dynamic
degrees-of-freedom through a combination of coupled rigid and de-
formable structures connected to a single skin mesh that is influ-
enced by all dynamic components. The approach is particularly
useful for anatomical models that include a mix of hard structures
(bones) and soft tissues (muscles, tendons). We demonstrate our
skinning method for an upper airway model and create first-of-its-
kind simulations of swallowing and speech acoustics that are gen-
erated by muscle-driven biomechanical models of the oral anatomy.
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1 Introduction

Skinning is a widely-used computer animation technique for sepa-
rating the geometric fidelity of a model’s appearance from the kine-
matic fidelity of its dynamics. Skinning allows a character rig with
very few degrees of freedom (such as a skeleton with 14 joints)
to drive the deformations of a very high fidelity geometric model
(such as a body surface mesh with millions of polygons).

Limitations of geometric skinning, such as unrealistic bulging,
pinching and twisting, especially near the location of joints, such as
the elbow, have led researchers to pursue physically-based skinning
techniques. These add dynamics to the skin mesh in order to im-
prove skin deformations, handle collisions, and generate secondary
motions such as bulging and wrinkling [McAdams et al. 2011].
Physically-based skinning, however, typically entails a large in-
crease in a model’s degrees-of-freedom, making it computationally
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expensive. As a compromise between physical realism and com-
putational efficiency, researchers have proposed a reduced tech-
nique: embed a high resolution geometric mesh within a coarse
finite-element model [Capell et al. 2002].

We extend this intermediate-fidelity skinning approach to work
seamlessly for both rigid bodies and finite-element models that
drive a geometric skinning mesh. This gives significant flexibil-
ity to modelers and animators to choose the appropriate level of fi-
delity for the dynamics underlying their models, while maintaining
a detailed surface geometry. Our approach can capture large move-
ments with a rigid rig representing the skeleton, include coarse and
fast deformable structures for selective soft-tissue structures, and
have a high-fidelity geometric skin model influenced by both rigid
and deformable structures simultaneously (Figure 1).

The upper airway presents unique modeling challenges and is par-
ticularly well-suited to our approach of intermediate fidelity skin-
ning. The mucosa lining of the mouth and throat forms an inter-
nal skin surface that covers a number of hard and soft anatomical
structures, including the gums, hard palate, tongue, soft palate, and
pharynx. This internal skin is similar to the external skin of the
body, but it is enclosed by surrounding structures, as opposed to
surrounding underlying structures.

Applications in upper airway modeling, such as simulations of
swallowing, breathing, and speaking, all require a closed water-
tight geometry that represents the mucosa lining of the mouth and
throat. The mucosa lining forms a boundary condition for the flow
of air, fluid and food. By representing this as a skinned mesh, we
can perform simulations in the domain of the air-space, such as the
fluid dynamics of a liquid food bolus during swallowing, or airflow
during speaking. This alleviates the need to have water-tight con-
nections between the underlying dynamic structures. The complete
airway can then be driven by a select few dynamic components that
have the greatest affect on airway shape, affecting flow for both
speech and swallowing processes.

The contributions of our work include:
1) A unified geometric skinning technique over both rigid body and
deformable body structures;
2) A general dynamic attachment paradigm that allows forces (in-
cluding contact) to be transmitted back and forth between to the
skin mesh and underlying dynamic components;
3) A demonstration of airway skinning for simulating swallowing
of a fluid food bolus with a muscle-driven tongue model; and
4) A demonstration of airway skinning for simulating speech vowel
production acoustics in a dynamic vocal tract.



2 Related work

Geometric skinning most commonly uses an explicit surface mesh
and blends vertices between the rigid bodies of a skeleton. Linear
blending [Thalmann et al. 2004] is efficient, but has well known
visual artifacts around bending joints (pinching, bulging, “candy-
wrapper” twisting) that can be partly alleviated by more sophisti-
cated blending [Kavan et al. 2008]. With carefully selected blend-
ing weights, skinning approaches can achieve compelling visual re-
sults, however geometric skinning of a rigid skeleton still has limi-
tations in generating physical realistic responses during animations.

To capture richer deformations of skin and other surfaces, re-
searchers have proposed physically-based skinning methods. These
techniques reduce geometric artifacts of skinning and are also used
to capture secondary motion artifacts (bulging, wrinkling, etc.) that
add to the physical realism of a character’s animation. Most com-
monly, finite-element methods are employed to add elasticity to
the skin [McAdams et al. 2011] and sliding of skin over subcu-
taneous structures [Li et al. 2013]. The additional realism afforded
by physically-based skinning comes at the cost of greater computa-
tional complexity as the dynamics involve many more degrees-of-
freedom. To trade off between physical realism and computational
cost, an intermediary approach is to embed a high resolution surface
mesh into a lower resolution physics-based model.

Mesh embedding reduces the degrees of freedom in the physical
model while maintaining a high fidelity surface mesh [Capell et al.
2002], making it a popular choice. The general approach is to use
a set of control points to govern the motion of an encapsulated vol-
ume. The control lattice is typically provided by a finite-element
model, allowing more realistic deformations determined by a set of
underlying material properties [Capell et al. 2002; Teschner et al.
2004]. The internal deformation field is then provided by the finite-
element shape-functions. Other low-resolution deformable tech-
niques have also been employed, such as the frame-based mesh-
less technique of [Faure et al. 2011]. With this method, the con-
trol points are rigid-body frames. Skinning weights are proximity-
based, and the geometry is interpolated using frame-based skinning
techniques such as dual-quaternion blending [Kavan et al. 2008].
It is often necessary to allow interactions (such as collisions) with
the embedded geometries rather than with the coarser grid [Nesme
et al. 2009]. Thus, a method of distributing forces back to the con-
trol lattice is required. This has been reported independently for
point-like nodes of a finite-element model [Kaufmann et al. 2009]
and for rigid-body frames [Faure et al. 2011]. In this work, we pro-
vide a unified framework for distributing forces back to all control
components, including both point-line nodes and frames.

3 Methods

3.1 Simulation and attachments in ArtiSynth

The simulations in this paper are performed using ArtiSynth
(www.artisynth.org), a modeling platform that supports combined
multi-body and finite element simulation, together with contact and
constraints. Multi-body finite-element coupling is achieved by (a)
implicit-integration, and (b) an attachment mechanism that allows
dynamic components (e.g., particles or rigid bodies) to be con-
nected to each other. Full details are given in [Lloyd et al. 2012].

Components can be physically attached together by making the po-
sition qa of the attached component a function of one or more mas-
ter components, whose collective positions are given by qm:

qa = f (qm). (1)

Figure 2: External force (blue arrow) applied to a rigid body
(grey), finite-element model (cyan) or skin mesh (pink wireframe).

By differentiating with respect to time and linearizing, we can ob-
tain an approximate relationship between the velocities ua and um

of the attached component andits masters:

ua = Gum, G ≡ ∂f/∂qm (2)

ArtiSynth employs (2) in its per-step solution for all dynamic com-
ponent velocities, and it then applies (1) to correct for numeric drift.

3.2 Unified skinning for rigid body and finite-element
components

Our skinning framework is based on the previous attachment mech-
anism, in which each skinned point is treated as a virtual dynamic
component that is attached to one or more master components,
which can be either 3-DOF points, such as finite-element nodes,
or 6-DOF frames, such as rigid body coordinates. The position of
each vertex, qv , is given as a weighted sum of contributions from
each master component:

qv = qv0 +
MX

i=1

wifi(qm,qm0,qv0) (3)

where qv0 is the initial position of the skinned point, qm0 is the
collective rest state of the masters, wi is the skinning weight asso-
ciated with the ith master component, and fi is the corresponding
blending function.

For a point master (e.g. FE node), the blending function is the dis-
placement of the single point:

fi(qm,qm0,qv0) = qi − qi0. (4)

For frames, we currently allow for linear or dual-quaternion linear
blending. Let the position/orientation of the control frame be en-
coded as a dual-quaternion qi. For linear blending,

fi(qm,qm0,qv0) = q̂iqv0q̂
−1
i − qv0, q̂i = qiq

−1
i0 . (5)

The quaternion product q̂ =
`
qq−1

0

´
is the relative control frame

transform, which is applied to initial vertex location qv0. For dual-
quaternion skinning, the expression is more complex:

fi(qm,qm0,qv0) = q̃iqv0q̃
−1
i − qv0 (6)

q̃i =
qiq

−1
i0

∥PM
j=1 wjqjq

−1
j0 ∥

. (7)

In this system, the contribution of the ith control frame is scaled
such that the net transform has a unit norm. For complete details on
dual-quaternion skinning, refer to [Kavan et al. 2008].

The position equation (3) can be differentiated to yield the lin-
earized velocity relationship. For point masters, the positional re-
lationships (4) are linear, so this is trivial. For frame masters, it is
necessary to linearize (5) or (7) to compute G.



3.3 Force distribution and collisions

To provide two-way coupling between the skinned mesh and its un-
derlying dynamic components, it is necessary to propagate forces
acting on the skinned vertices back to the dynamic masters. Given
the relationship (2), the principle of virtual work dictates that gen-
eralized forces fa acting on the attachment propagate back to the
master forces fm according to

fm = GT fa (8)

This means that the velocity relationships presented in Section (3.2)
can be used, in transposed form, to send forces from the points
back to the underlying master points or frames. An example of
this is shown in Figure 2, where a point-force is applied to a single
location on the skinned mesh.

The velocity relation can also be used to handle collisions. Within
ArtiSynth, collisions between deformable meshes are handled using
unilateral constraints of the form

Nuc ≥ 0, (9)

where uc is the assembled velocities of the mesh vertices associ-
ated with the contact (typically a vertex and a face). For a skinned
mesh, (2) gives each vertex velocity in terms of the velocities of
its underlying master components, and so substituting this into (9)
yields a unilateral constraint acting on the master components:

N′um ≥ 0, (10)

These constraints are incorporated directly into the system, and
solved simultaneously with the rest of the dynamics.

The complexity of the skinning algorithm is O(n) where n is the
number of vertices in the skin mesh. In practice, the time spent on
skinning is negligible compared to that of the dynamics simulation.

4 Applications to upper airway modeling

We have applied our skinning framework to a 3D biomechani-
cal model of the upper airway. The model is composed of the
main anatomical structures that affect the size and shape of the
airway. The overall model is pictured in Figure 1 and its con-
stituents are isolated in Figure 3. The model includes finite-element
meshes for the face, tongue, and soft-palate, as well as rigid meshes
for the jaw, skull, larynx, and pharynx. These model compo-
nents are dynamically coupled and movements are generated by
activating muscles in the model. Individual components can also
be kinematically-driven where appropriate to reduce the dynamic
degrees-of-freedom in the model and increase simulation speed.

The airway mesh that represents the mucosa lining of the mouth
and throat was segmented from CT data for the subject upon which
the model is based. It is skinned to the anatomical structures and
blending weights are chosen by the distance between surfaces.

4.1 Swallowing simulation

The oral phase of swallowing involves a coordinated movement of
the tongue and soft-palate. We simulated these movements with a
stationary jaw and hard-palate, a kinematically-driven soft-palate
and a muscle-driven FE tongue. Muscles fibers embedded within
the tongue were activated in order to track the desired movement
of three points on the upper surface of the tongue (with ArtiSynth’s
inverse simulation tool [Lloyd et al. 2012]).The soft-palate was set
to move from a low to high position to close off the nasal passage
as the fluid bolus moves to the back of the throat.

Figure 3: Upper airway model components: face and jaw models,
airway skin mesh, finite-element tongue model.

SPH simulation We simulated a liquid bolus in our swallowing
animations with the SPH formulation described in [Ho et al. 2014].
SPH is a Lagrangian, mesh-free method where the fluid domain is
represented by discrete particles. Here the incompressible, viscous,
iso-thermal Navier-Stokes equations are solved. SPH simulation
requires a water-tight boundary to contain the fluid bolus. With-
out a proper boundary, leakage of the bolus may occur, for example
between the lateral tongue and the upper teeth. Our skinning formu-
lation provides a airway boundary with high spatial resolution and
little computational effort. In our swallowing simulation, a 5mL
fluid bolus is simulated with 5213 particles.

Results The skinned airway successfully contained the bolus in
the oral cavity at the beginning of the sequence (Figure 4, left col-
umn) and permitted the bolus to flow into the pharynx (Figure 4,
middle and right columns). The airway skin provided a pharyn-
geal wall without the need for an explicit FEM of the pharynx. The
movement of the bolus for the oral phase looks qualitatively similar
to that of normal swallows (Figure 4, lower panel).

Figure 4: Swallowing simulation results: 3D (top row) and lateral
(middle row) views of airway skin mesh deformed by tongue and
soft-palate with SPH fluid bolus (blue). CT images of a real swal-
low (bottom row, courtesy of Eiichi Saitoh, Fujita Health Univ.).

4.2 Speech acoustics simulation

Speech sounds are generated by vibrations of the vocal folds in-
side of the larynx that resonate through the vocal tract and emanate
through the mouth and nose. Changes in sound characteristics oc-
cur both due to changes in the vocal folds (tightening, opening, et
al.) and changes to the shape of the vocal tract under muscle con-



Figure 5: Cross-sectional cut planes (black) intersect with airway
skin mesh (cyan contours). The area enclosed by each contour pa-
rameterize a source-filter based acoustics simulation.

Figure 6: Airway acoustics simulation results: the formant freq. of
synthesized vowels relative to typical human phonation (left). Spec-
trogram of resulting transitions between the vowels (right).

trol. To synthesize acoustics with our dynamic airway model, we
treat the sound source (glottis) separately from the resonating tube
(vocal tract), a common approach dating to the 50s [Fant 1970].The
resonating tube is represented as a transfer function defined by the
cross-sectional areas of 20 segments of the vocal tract. The glottal
sound source is a two-mass model of the oscillations of the vocal
folds. We couple this source to the filter model derived from the
cross-sectional areas and solve a 1D implementation of the Navier-
Stokes equations [van den Doel and Ascher 2008].

As can be seen in Figure 5, from our upper airway model, we
can calculate, in real time, cross-sectional areas at regular intervals
along the vocal tract from the skinning mesh attached to the vari-
ous muscle-activated articulators. These cross-sectional areas are
then sent to the source-filter synthesizer so that as the upper airway
articulators deform the airway mesh the sound is modulated.

Results Using this approach, we simulated vowel postures by
moving the tongue to expected locations of the tongue for the car-
dinal /i/ , /u/, and /a/ vowels. The first and second formant frequen-
cies were within human range for /u/ and on the border of the range
for /i/ and /a/ (Figure 6, left). We also used moving data from the
dynamic simulation between the static postures, and produced an
/i-u-a/ transition trajectory that is shown in right panel of Figure 6.
The results compare favorably with established formant frequen-
cies [Fant 1970], though, considerable effort will be needed to tune
and investigate the perceptual performance of our approach.

5 Limitations and future directions

Our skinning framework has a few limitations that we plan to ad-
dress in future work. We currently do not handle self collisions in
the airway mesh, however, if self collisions were found with a stan-
dard detection method they could be resolved with our existing col-
lision handling approach. We observed large amounts of stretching
of the airway mesh when the tongue moved backward and under-
went large deformations, such as in backward motion of the tongue
tip, which generates significant stretching of the airway mesh. A
sliding approach may be more appropriate for tongue-airway skin-
ning, as proposed in [Li et al. 2013].

Our airway simulations are intended as a proof-of-concept of inte-
grating muscle-driven biomechanical models that surround the up-
per airway with fluid and acoustic phenomena that occur within it.
We have only considered the oral phase of swallowing, whereas a
full swallow, including bolus transport to the esophagus, will re-
quire active models of the laryngeal structures that close off and
protect the airway and constriction of the pharyngeal wall. Our
speech simulation has many directions for improvement in order to
generate more appealing acoustics, including coupling the glottal
source to the filter and an aeroacoustic model of the vocal folds.

6 Conclusions

In this paper we proposed a novel geometric skinning approach
that unifies geometric blending for multibody models with em-
bedded surfaces for finite-element models. The resulting skinning
approaches provides flexibility for modelers and animators to se-
lect the desired dynamic degrees-of-freedom through a combina-
tion of coupled rigid and deformable bodies and specify a single
skin mesh influenced by all dynamic components. This approach
is particularly well suited for anatomical simulations because bio-
logical structures include a mix of both hard and soft tissues. We
demonstrated the utility of unified skinning for simulating a closed-
water tight airway mesh that is deformed by the anatomical struc-
tures of the vocal tract. This airway skin provides a convenient and
efficient boundary for performing fluid and acoustics simulations
in the airway. Our simulation results illustrate the first-of-its-kind
swallowing and speech acoustics simulations that are generated by
muscle-driven biomechanical models of the oral anatomy.
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