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Abstract. Skyscraper Broadcasting is a recently proposed statically
scheduled broadcast technique for video-on-demand that addresses the
network-I/O bottleneck to provide significantly superior performance
over previous approaches. This paper defines a scheme for dynamically
scheduling the objects that are broadcast on the skyscraper channels.
The dynamic broadcasting scheme is designed to provide all clients with
the precise time at which their requested object will be broadcast, or
an upper bound on that time if the delay is small. New segment size
progressions are proposed that not only improve dynamic scheduling,
but also simplify the server disk layout problem and allow clients with
inexpensive (single-tuner, limited storage) settops to receive skyscraper
broadcasts. Preliminary simulation results show that the proposed dy-
namic scheme (1) provides factors of two or more improvement in mean
client waiting time, (2) outperforms the static system with respect to
variability in client waiting time, and (3) delivers reasonable service to
clients with inexpensive settops while providing clients that have more
expensive settops with a high level of service that is relatively isolated
from detrimental performance impact from the diskless clients.

1 Introduction

An important goal in the design of video-on-demand systems (e.g., Time Warner’s
test market system in Orlando [11] or Microsoft’s prototype Tiger Video File-
server [3]) is to reduce the number of channels required to deliver quick response
to the end user. To address this issue, a series of recent papers have proposed
Pyramid Broadcasting [13,14], Permutation-Based Pyramid Broadcasting [1],
and, most notably, Skyscraper Broadcasting [8]. The innovative idea in these
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schemes is that the data for each object is divided into fragments of increasing
size, and these fragments are broadcast during predefined periods on separate
channels. The periodic broadcast of the initial smallest fragment is most frequent,
allowing new requests to begin playback quickly. Periodic broadcast of each larger
fragment is scheduled on a different channel in a manner such that a client can
always begin receiving the next larger fragment either during or immediately fol-
lowing the broadcast of a given fragment. Clients must be able to receive on two
channels simultaneously and must be able to buffer a fragment that is received
earlier than needed for playback. Since multiple broadcasts of a smaller fragment
are scheduled for each broadcast of a larger fragment, clients that receive dif-
ferent small segment broadcasts batch together during playback (i.e., when they
receive the same larger segment broadcast), in addition to batching while they
wait for playback as in earlier schemes. Thus, fewer system channels are required
to provide a given target client response. Of the three schemes that propose and
improve on this idea, the segment size progression in the skyscraper broadcast
technique offers the lowest latency while requiring a client buffering capability
that is easily satisfied by a single commodity disk.

The skyscraper broadcast scheme divides objects into two categories: hot and
cold. Each hot object is assigned K channels on which its skyscraper segments
are periodically broadcast, as described above. The cold objects are broadcast on
the remaining channels using a conventional channel allocation algorithm such
as first-come first-serve. Batching of requests for cold objects occurs only while
the requests are waiting to start playback.

This paper investigates several potential improvements in the skyscraper
broadcast scheme proposed by Hua and Sheu. In particular, we

— define a scheme for dynamically scheduling the objects broadcast on the
skyscraper channels, thus allowing a much larger number of objects to reap
the cost/performance benefits of the skyscraper broadcasts; the dynamic
scheme provides clients with the precise time at which their broadcast will
begin, or an upper bound on that time if the delay is small,

— derive new segment size progressions for the static or dynamic skyscraper
channels that simplify the server disk layout problem, allow clients with
inexpensive (limited storage) settops to receive the skyscraper broadcasts,
and improve dynamic skyscraper system performance, and

— provide a preliminary evaluation of the performance benefit that can be
obtained by dynamically scheduling the skyscraper channels.

One motivation for dynamic skyscraper scheduling is that recent evaluation
of conventional broadcasting schemes has shown that periodic broadcast of the
hot objects on isolated groups of channels is not necessarily superior to dynam-
ically scheduling all objects on all available channels [12]. Another motivation
is that there may not be a clear distinction between hot and cold objects in
many video-on-demand systems; furthermore, the particular objects that are
most popular may change with the time of day or as new objects are installed.
Dynamic scheduling of the skyscraper broadcasts may be beneficial for a poten-
tially large set of lukewarm objects on a given server, providing a smooth increase



in broadcast frequency as a function of current object popularity as well as being
more responsive to dynamically changing object popularity. Finally, the unused
small-segment broadcasts for a particular lukewarm or cold object might be reas-
signed to requests that are waiting to catch up with a different active skyscraper
broadcast, further reducing the response time for the more popular objects.

The remainder of the paper is organized as follows. Section 2 reviews the
previously proposed static skyscraper broadcast scheme and defines the new dy-
namically scheduled alternative evaluated in this paper. Section 3 explores the
cost/performance trade-offs of new skyscraper segment size progressions. Simula-
tion results that compare the performance of the static and dynamic skyscraper
schemes are presented in section 4, and section 5 provides the conclusions of this
work.

2 Skyscraper Broadcasts

In section 2.1 we describe more precisely how the skyscraper channels are orga-
nized. In section 2.2 we develop a dynamically scheduled skyscraper broadcast
scheme that provides clients with precise times at which their requested object
will broadcast, or with an upper bound on that time in the case that the delay
is small. The notation used in the remainder of this paper is defined in Table 1.

Table 1. Skyscraper Broadcast System Parameters.

Parameter|Definition

number of objects that are broadcast on skyscraper channels
total number of channels devoted to skyscraper broadcasts
number of channels per skyscraper broadcast

progression of relative segment sizes on the skyscraper channels
the largest segment size in a skyscraper broadcast

number of groups of dynamic skyscraper channels

total time to play an entire object

duration of a unit-segment broadcast

total size of the object

required object playback rate

total number of unit-segments in an object playback
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2.1 Static Skyscraper Broadcasts

In the skyscraper broadcast scheme [8], K channels are assigned to each of the n
most popular objects. Each of the K channels repeatedly broadcasts a distinct
segment of the object at the required playback rate. The progression of relative
segments sizes on the channels, {1,2,2,5,5,12,12,25,25,52, 52,105,105, ...}, is
bounded by the parameter, W, and padded with W values up to length K, in
order to limit the storage capacity required in the client settop. For example,



Figure 1 illustrates the periodic broadcasts that occur on the channels assigned
to a given object for K = 8 and W = 12. Note that repeated broadcast of the
first unit-segment occurs on channel 0, repeated broadcast of the next two-unit
segment occurs on channel 1, and so forth. (This scheme was named skyscraper
broadcasting because when the segment sizes are stacked one above the other,
they form the shape of a skyscraper.)
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Fig. 1. K Skyscraper Channels for Broadcasting a Single Object. (K = 8; W = 12)

The gray shading in Figure 1 illustrates the reception sequence, or sequence of
broadcasts that a client receives, for a client who requests the object just prior
to the gray unit-segment broadcast on channel 0. Note that in this reception
sequence, four units of data from channel 3 are buffered while the data from
channel 1 and 2 are played, and then the buffered data plays while subsequent
data is buffered and during the gap between reception on channels 4 and 5.

Two other reception sequences are shown in the figure: one diagonally striped,
the other horizontally striped. Note that these two sequences share broadcasts
on channels 3 and 4, while the diagonally striped sequence shares broadcasts on
channels 5 through 7 with the gray shaded sequence. A total of eleven units of
data must be buffered by a client who receives the diagonally striped sequence.

Hua and Sheu show that for the given progression and alignment of relative
segment sizes, a client starting in any unit-segment broadcast can receive the
necessary sequence of segments without jitter, requiring simultaneous reception
on at most two channels by the client. They also show that the storage required
in the client settop is equal to (W — 1) x L/S, where L is the total size of the
object, and S is the sum of the relative segment sizes that are broadcast on each
of the K channels. Note that L/S is the size of a unit-segment.

The duration of each unit-segment broadcast, 71, is equal to the total object
playback time (7') divided by S. For example, if K=8, W=12, and T equals
two hours, a new broadcast begins on channel 0 every 2.35 minutes. This can be



contrasted with a conventional broadcast system, where each channel broadcasts
an entire object. In this case, if 24 channels are assigned to a two-hour object, a
playback will begin every 5 minutes.

2.2 Dynamic Scheduling of Skyscraper Broadcasts

In this paper, rather than devoting K channels to a single object, we investigate
the performance potential of dynamically changing the object that is broadcast
on the skyscraper channels, in response to client requests. A key question is
how to identify reception sequences where it is safe to change the object that
is broadcast. Below we identify non-overlapping clusters of skyscraper broad-
cast periods that can be dynamically scheduled, describe the basic dynamic
skyscraper scheme, and an optimization of this scheme termed channel stealing.

Skyscraper Transmission Clusters Let each non-overlapping transmission
cluster start with the earliest reception sequence that contains a given broadcast
period on channel K. Thus, the gray shaded sequence in Figure 1 starts a new
transmission cluster. The horizontally striped sequence starts the next transmis-
sion cluster in that figure. The reader can verify that a third cluster begins on
channel 0 twelve slots after the horizontally striped period. In fact, each new
cluster begins on channel 0 precisely W slots after the previous sequence.

The other reception sequences that belong to a given transmission cluster (for
example, the cluster that starts with the gray reception sequence in Figure 1)
are all sequences that (1) use the same segment broadcast on channel K, and (2)
do not use any broadcast periods on channels 0 through K — 1 that are in (the
first sequence of) the next transmission cluster. Thus, the cluster that begins
with the gray reception sequence includes all of the unmarked segments between
the gray shaded segment and the striped segments on channels 0 through 4, plus
the diagonally striped segments on channels 1 and 2.

The dynamic system will allow each cluster to broadcast a different object
in response to client requests. All sequences in the same cluster will broadcast
the same object, allowing client requests to batch together during playback, as
in the static skyscraper system. Note that, according to the above definition
for non-overlapping transmission clusters, some broadcast periods such as the
diagonally striped segment on channel 0 in Figure 1 are not a member of any
transmission cluster, and will not be used in a dynamically scheduled system
that has the segment size progression defined by Hua and Sheu. We address this
issue in section 3.

The Basic Dynamic Scheme Let C' channels in the system be allocated to
the dynamically scheduled skyscraper broadcasts for objects of a given playback
length and rate, and let these channels be organized into IV groups of K channels
each. C and K are parameters of the configuration. As in the static skyscraper
system, each group of K channels has a fixed segment size progression that is
upper bounded by the parameter W. For now the reader should assume that



the segment size progression is the same as defined by Hua and Sheu and that
broadcast periods within a group of channels are aligned as in Figure 1. Thus,
each group of K channels broadcasts a sequence of transmission clusters that
begin every W slots on channel 0.

The transmission clusters in the different groups of channels are persistently
staggered such that a new transmission cluster starts on a different group every
%. Each transmission cluster can be scheduled to broadcast any object,
in response to client requests. A server disk layout that makes this possible is
briefly discussed in section 3.

A new client request is scheduled as follows. First, the client is assigned to
the next unit-segment broadcast of a transmission cluster that has already been
assigned to that object, if any. Otherwise, the client is assigned to the next unit-
segment broadcast of a transmission cluster that has already started but hasn’t
yet had an object assigned, if any. Finally, the request is scheduled on the next
available transmission cluster that will begin broadcasting in the future.

Requests that require a new transmission cluster are scheduled in first-come
first-serve (FCFS) order for two reasons. First, recent results show that for fixed
length objects, FCFS outperforms other scheduling algorithms such as mazimum
queue length first (MQL) or mazimum factored queue length first (MFQ) if both
the mean and the variability in client waiting time are considered [12]. Second,
the broadcast assignment can be done when the request arrives, and thus the
system can immediately inform the client when the broadcast will begin.

Temporary Channel Stealing Several optimizations of the above dynamic
skyscraper scheme are possible. For example, a unit-segment broadcast period
on channel 0 that is not needed to serve new requests for the object can be
reassigned to requests that are waiting for a unit-segment broadcast in another
active transmission cluster. This is possible because each transmission cluster
can serve any object. The clients that can be served by temporary channel 0
reassignments were given a short broadcast delay (i.e., less than T7), which
should be reported as an upper bound rather than a precise delay if channel 0
reassignment is implemented. Note that the requests in an active transmission
cluster can only be served early if (1) the two-unit broadcast on channel 1 in their
group will begin at the same time as the next unit-segment broadcast in their
group, or (2) if channel 1 in the transmission cluster that is doing the stealing is
ready to broadcast a two-unit segment and can also be temporarily reassigned.
In the case that a channel 1 period is reassigned, the subsequent channel 2
broadcast can also be reassigned, which simplifies the reception sequence for the
clients that are served early.

We implement the reassignment of channels 0 and 1/2 described above in the
simulator that is used to evaluate the dynamic skyscraper scheme in section 4.
When a channel 0 broadcast is reassigned, it is assigned to the eligible request
that has been waiting the longest over all other active transmission clusters. This
policy turns out to provide noticeably improved performance when temporary
channel reassignment is implemented.



It is also possible to temporarily reassign unused broadcast periods on higher
numbered channels to requests waiting in another transmission cluster, but this
further improvement in stealing is beyond the scope of this paper.

3 Alternative Segment Size Progressions

The segment size progression proposed by Hua and Sheu for statically scheduled
skyscraper broadcasts, {1,2,2,5,5,12,12,...}, appears to have the maximum
possible increases in relative segment size on the K channels, subject to two
constraints: (1) for any initial unit-segment broadcast, there must be a sequence
of segments that the client can receive that will support continuous playback
to the viewer, and (2) clients are required to receive data on no more than two
channels simultaneously. Maximum increases in segment size are desirable be-
cause this results in smaller unit segments, which in turn increases the frequency
at which broadcasts begin on channel 0. On the other hand, the proposed pro-
gression of segment sizes is not ideal for the dynamic skyscraper system because
particular segment broadcasts can’t be used in any transmission cluster.

To address the problem of unused channel bandwidth, we investigate the
cost/performance implications of alternative segment size progressions. As will
be discussed below, new segment size progressions not only allow all broadcast
periods to be used in the dynamic system, but have two further advantages for
static as well as dynamic skyscraper systems: (1) they provide service for clients
that have settops with a single tuner and very limited storage capacity, and (2)
they simplify the server disk layout problem.
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Fig. 2. Segment Size Progression A = {1,2,2,4,4,8,8,16,16,...}. (K =8 W =8)

We consider relative segment size progressions of the form {1, a,a,b,b,¢,c, ...},
upper bounded by the parameter W. This is the basic structure of the pro-
gression proposed by Hua and Sheu. A key observation is that the width of a



transmission cluster on channels 0 and K is equal to W. Thus, to avoid con-
flicts or holes between transmission clusters the width of the transmission cluster
on channels 1 through K — 1 must also be equal to W. A necessary condition
for transmission group widths equal to W is that each relative segment size
must evenly divide all higher relative segment sizes. Candidate sequences in-
clude: A = {1,2,2,4,4,8,8,16,16,...}, B = {1,2,2,6,6,12,12,24,24, ...}, and
C={1,2,2,6,6,12,12, 36,36, ...}. Progression A is illustrated in Figure 2.

We claim that the following additional requirements guarantee conflict-free
transmission clusters as well as jitter-free reception starting from any unit-
segment broadcast on channel O:

— the relative segment size on channels 1 and 2 is two (i.e., a = 2),

— the segment size increases by at most a factor of three at each other step in
the progression, and

— the transmission cluster of width W on a given channel k£ > 0 starts just
after channel k — 1 broadcasts its first segment of the transmission cluster.

Referring to Figure 2, the argument for the above claim is as follows. Due to
the third condition, the first reception sequence in any transmission cluster is
jitter-free and requires reception on only one channel at a time. For each other
reception sequence in the transmission cluster:

e due to conditions one and three, the reception on channel 1 either directly
follows the reception on channel 0 or is overlapped with it,

e due to condition three, for an odd-numbered channel 4, the reception on
channel 7 4+ 1 immediately follows the reception on channel i since these two
channels have the same segment size,

e for an odd-numbered channel 4, if ¢ + 2 broadcasts segments twice as large
(e.g., progression A), then the broadcast on channel i + 2 is either aligned
with the end of the broadcast on channel ¢ or the end of the broadcast on
channel i + 1; if i + 2 broadcasts segments three times as large (e.g., channel
3 in progression B or C), the broadcast on ¢ + 2 is aligned with the start
of the broadcast on channel ¢, the end of the broadcast on channel ¢, or the
end of the broadcast on channel ¢ + 1.

We further claim that progression A is the fastest increasing progression that
avoids holes and conflicts between transmission clusters and that also requires
simultaneous reception on at most two channels. We claim without further proof
that progressions B and C' require reception on at most three channels simulta-
neously.

Note that the storage requirement for the new segment size progressions can
be derived by observing that the last unit-segment broadcast in a transmission
cluster occurs W — 1 time units after the first unit-segment broadcast. Thus, the
clients that begin in the last unit-segment broadcast will receive segments W — 1
units ahead of their playback time once they batch with the clients that start in
the first unit-segment broadcast.

In summary, progression A and the progression defined by Hua and Sheu
each require reception on at most two channels, whereas progressions B and C



require reception on up to three channels. Progression A has somewhat smaller
segment size increases than the progression defined by Hua and Sheu and thus
will have slightly higher expected waiting time in a static skyscraper system.
Progression A will have better performance than the Hua and Sheu progres-
sion in a dynamic skyscraper system because no channel bandwidth is wasted.
Progressions B and C' have larger segment size increases, and thus would have
somewhat better performance than the Hua and Sheu progression in either the
static or dynamic system, at the cost of an extra tuner (and some extra storage
that can still be easily accommodated by a single commodity disk) in each client
settop. Furthermore, each of the new progressions can provide (a lower level of)
service to clients with very inexpensive single-tuner settops that can only buffer
the frame that is currently being received, by serving requests from such clients
in the first reception sequence of a new transmission cluster. This capability is
evaluated further in section 4.

The new segment size progressions also simplify the server disk layout prob-
lem. A server disk layout that makes dynamic scheduling of the skyscraper chan-
nels feasible is omitted due to space constraints, but involves adjusting the opti-
mal stripe unit size so that one transmission cluster of data for each segment of
a given object is striped across the available disks an integral number of times.

4 Experimental Results

Models for computing optimal dynamic and static skyscraper system configura-
tions, which would support a fairly complete comparison of these systems over a
complex design space, are beyond the scope of this paper. Instead, this section
provides some preliminary simulation results to illustrate the potential of the
dynamically scheduled skyscraper system. In particular, we provide some initial
comparisons of the static and dynamic systems for a few points in the design
space, using experimentally determined optimal configurations that satisfy par-
ticular constraints. We focus on an aggressive system with 1000 objects, each
with a 120 minute playback duration, and Zipf(0) selection frequencies. The re-
sults are qualitatively similar for less aggressive systems. The simulation results
provided in Figures 3 and 5 for average client waiting time have 95% confidence
intervals that are within 10% of the reported values.

4.1 Principal Performance Comparison

We consider systems in which objects are divided two classes: the k most pop-
ular hot objects and the other 1000 — k£ cold objects. Each possible division
(0 < k < 1000) is considered, so that our results cover cases of hot sets con-
taining only a few of the very hot objects, as well as hot sets including many
lukewarm objects. The available channels are statically partitioned between the
two classes. We then consider three combinations of broadcast techniques: (1)
static skyscraper broadcasts for each object in the hot set and conventional FCFS



(with persistent staggering of the allocated channels) for the cold objects, (2) dy-
namic skyscraper broadcasts for the set of hot objects and conventional FCFS for
the cold objects, and (3) dynamic skyscraper broadcasts for each set of objects.
The relative segment size progression {1,2,2,4,4,8,8,16, 16, ...} is used for the
dynamic skyscraper broadcasts, whereas the slightly higher-performance origi-
nal skyscraper progression, {1,2,2,5,5,12,12,25,25, ...}, is used for the static
skyscraper broadcasts.

Performance results are presented for experimentally determined optimal
configurations. That is, for each considered division into hot and cold object
sets, a search is performed for a channel partitioning that minimizes the over-
all average client waiting time, under the following constraints. For the static
skyscraper scheme, the number of channels allocated to each hot object, K, is
equal to the number of channels allocated to the hot set divided by the size of
the hot set. The parameter W is selected to be the largest possible given the
derived K, so as to provide the most favorable performance data for the static
skyscraper system. For the dynamic skyscraper scheme, the only constraint on
K is that it evenly divide the number of channels assigned to the hot or cold set.
A search is performed for the values of K and W that yield the lowest value for
the sum of average client waiting time plus maximum observed client waiting
time for the given class of objects. 2

Figure 3 gives the average client waiting time in each of the three systems,
for a system with 1000 objects each with a 120 minute playback duration and
Zipf(0) selection frequencies, 1600 total channels, and a client request arrival
rate of 40 per minute. For small hot set sizes the overall average client waiting
time is very similar in the static skyscraper/FCFS system and the dynamic
skyscraper/FCFS system. As the hot set size increases, however, the performance
of the static skyscraper/FCFS combination begins to deteriorate, whereas the
best performance with the dynamic skyscraper /FCFS combination is achieved in
the limiting case when all channels are used for dynamic skyscraper scheduling
of all objects.

The use of dynamic skyscraper scheduling on both the hot and cold sets (in
general, with different optimal values of K and W for each set), is seen to yield
the best mean client waiting time for all of the considered divisions between
hot and cold sets; at hot set sizes of five to fifteen, the average client waiting
time is about two thirds of the lowest average waiting time in the dynamic
skyscraper/FCFS combination.

Figure 4 shows that the use of dynamic skyscraper scheduling for both the
hot and cold sets also yields improved performance with respect to the maximum

! Recall that, among the channel scheduling policies that have been proposed to date
for conventional broadcasts, FCFS has the best performance when both mean and
variability in client waiting time are considered [12].

% Note that using the sum of mean and maximum waiting time as the objective function
when searching for the optimal partitioning of channels between the hot and cold
classes produced configurations that had significantly lower mean waiting time for
cold objects as compared with hot objects, so we simply used mean waiting time as
the objective function for determining that configuration parameter.
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waiting time observed in the simulations. With a hot set size of five, the maxi-
mum waiting time observed when dynamic skyscraper is used on both the hot
and cold sets is less than 40% of the lowest maximum waiting time observed in
the static skyscraper/FCFS system, and is again about two thirds of the lowest
maximum waiting time for the dynamic skyscraper/FCFS system.

Figure 5 gives the average client waiting time for each class of objects in the
static skyscraper/FCFS system and in the system where dynamic skyscraper
scheduling is used for both the hot and cold sets. Note that the use of dynamic
skyscraper scheduling on both the hot and cold sets can offer substantially im-
proved fairness in mean waiting time between the two classes of objects as com-
pared to the static skyscraper/FCFS combination.

4.2 Variability in Client Waiting Time

Measures of the distribution of waiting time for each object, omitted due to
space constraints, show the following for the system with dynamic skyscraper
broadcasts for both hot and cold object sets, hot set size equal to five, and
the experimentally determined optimal configuration of the channels: (1) max-
imum waiting time for each hot object is roughly twice the mean waiting time
for the object (as in the static skyscraper/FCFS system), (2) maximum wait-
ing time for each cold object is significantly (approximately three times) higher
than the maximum observed waiting time for each hot object due to the ob-
jective function used in the channel partitioning (yet Figure 4 shows that the
maximum waiting time for cold objects is still significantly better than in the
static skyscraper/FCFS system), (3) the FCFS scheduling of transmission clus-
ters yields reasonable fairness within each class of objects and, considering the
inherent randomness of dynamic scheduling, relatively low variance in waiting
time for each class; in fact, for the configuration evaluated, the ninetieth per-
centile waiting time is less than twice the mean for each object, hot or cold.

4.3 Heterogeneous Clients

For both static and dynamic skyscraper systems, the new segment size progres-
sions permit a mix of clients with varying storage and reception capabilities.
In this section, we consider a scenario in which a fraction of the clients have
very limited local storage, and thus must begin reception at the beginning of a
transmission cluster.

Dynamic skyscraper scheduling is used for both hot and cold objects, with the
number of hot objects equal to five and, as before, the experimentally determined
optimal channel configuration. If a request from a client with limited storage
arrives during an active transmission cluster for the requested object, the client
can only obtain the next available transmission cluster that starts after the
point in time at which it is no longer possible for any client to batch in with
the existing broadcast. Results that are omitted due to space constraints show
that this policy is effective in isolating the clients that have settop buffering
capabilities from detrimental performance impact owing to the presence of clients



without such capabilities. In particular, mean wait for the hot (or cold) objects
by clients with settops that have the buffering capability is non-increasing (or
slowly increasing) as the fraction of diskless clients increases. Furthermore, the
five to ten-fold differential in performance between the two classes of clients is
perhaps reasonable given the differential in cost of the settops. Note that clients
are informed of the time at which their broadcast will begin, so viewers with
inexpensive settops can plan accordingly.

5 Conclusions

As noted in the introduction, the principal contributions of this paper are:

e 3 dynamically scheduled skyscraper broadcast scheme that provides client
requests with the precise time at which their broadcast will begin, or an
upper bound on that time if the delay is small,

e new segment size progressions for static or dynamically scheduled skyscraper
channels; these progressions improve dynamic scheduling, simplify disk lay-
out, and allow clients with inexpensive settops to receive the skyscraper
broadcasts at constrained points in time,

e a preliminary evaluation of the cost/performance benefit that can be derived
from dynamically scheduling the skyscraper channels.

Key observations from the preliminary performance study are that dynamic
skyscraper systems can significantly outperform static skyscraper systems with
respect to overall mean as well as variability in client waiting time. Conversely,
the number of channels required for a given target average client waiting time
can be significantly lower for the dynamic system. The use of FCFS scheduling
of transmission clusters yields reasonable fairness between hot and cold objects
and, considering the inherent randomness of dynamic scheduling, relatively low
variance in waiting time for each class. In fact, for the representative configura-
tion considered in the preliminary experiments, the ninetieth percentile waiting
time is less than twice the mean for each object class. We also find that diskless
clients can receive a reasonable level of service without a large negative impact
on the performance of clients with more expensive settops.

Our on-going and future research plans include (1) developing optimization
models for static and dynamic skyscraper configurations and using such config-
urations to determine the benefit of dynamic scheduling over a greater variety of
systems, including systems with multiple length objects and a variety of object
popularity distributions, (2) evaluating various policies for reassigning unused
skyscraper broadcast periods to waiting requests in other transmission clus-
ters, (3) more detailed exploration of server disk layout strategies for skyscraper
broadcasts, (4) the design of skyscraper broadcast systems for variable bit rate
transmissions, and (5) the caching of skyscraper segments in widely-distributed
VOD servers.
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