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Today's topics

Artificial intelligence

= somehow “smart” technigues

Evolutionary computation

= techniques inspired by evolution

Particle swarm optimization

= a global optimization algorithm
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Motivation

Find algorithms that perform good on a wide variety of problems.

Not to disproof the NFL (no free lunch) theorem.

Sreing in 4 2.8 motre sea
kayak and watching

a four-metre great
white approach you s
a airly tense experience
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Global optimization

Find the global optima of a function with multiple local optimums.

For example, find the highest peak in a mountain range.

http://www.treehugger.com/Zugspitze-mountain.jpg http://iwww.stoersignale.de/blog/images/himalaya_iss1.jpg



Evolutionary computation

=> Evolutionary algorithms

=> (Genetic algorithms, genetic programming, and so on.

=> Swarm intelligence

=> Particle swarm optimization, ant colony, and so on.

=> and others.
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Particle swarm optimization

A population based search algorithm.

Motions of individuals are influenced by swarms' knowledge.

Can be used In parallel.
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Time to watch some clips:

http://www.youtube.com/watch?v=RFRjO0vT|jM&feature=related
http://www.youtube.com/watch?v=INuCaz6{SGs&feature=related
http://www.youtube.com/watch?v=blzkbVRaguo&feature=related

Just doing a spot check to see what you are doing
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Yip.....sitting at your computer again!!


http://www.youtube.com/watch?v=RFRjO0vTjjM&feature=related
http://www.youtube.com/watch?v=INuCaz6fSGs&feature=related
http://www.youtube.com/watch?v=b1zkbVRaguo&feature=related

Particle swarm optimization

What do we need?
Individuals
= vector (a position in the search space)
Fitness function

= assigns a fithess value to every position
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Particle swarm optimization

Particle's current position

/

rij(t+ 1) = x5 (t) + v (t + 1)

1 N\

velocity (movement)

Particle I's dimensions |'s next value
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Particle swarm optimization

dom number = weight

weight position
vij(t +1) = w(t)vij(t) + + c2ra;(t)[xGB;j(t) — xi;(t)]
movement t

knowledge of the swarm
last movement
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P PSO Algorithm

Initialize particles
while goal is not reached
for each particle
change particle's position
If new position better as particle's best
particle's best = new position
If new position better as global best

global best = new position
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Parallel PSO

Run the fitness evaluations in parallel.

Could also use some kind of multiple swarm approach.
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Particle Swarm Optimization

Balance diversity and convergence.
=> For example by changing the parameters.

There are many variations to particle swarm optimization.

You're domg it wrong

s oo 200 BIRD WATCHING ,
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Application fields

Optimization:
-> of engineering problems (e.g. improve a catalyst).
-> of neural networks and self-organizing maps.

-> of particle swarm optimizations parameters.
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Conclusion

Evolutionary computation has good algorithms that can be

used to solve a wide variety of problems.

Particle swarm optimization a versatile optimization algorithm.

Particle swarm optimization can be run in parallel.
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Discussion

It IS not exactly what happens in nature and evolution.

=> See also fractal geometry.

Particle swarm optimization finds a good solution, but maybe

it Is not the global best.
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Open Questions i

http:/la[ii.n.ing.comlfiles/xVbOIYXthQrtJJwYCYL4Egt
4XCNVIT2IXWKSYFJIFmidditm\Vu5*zEzscRIMthV3AKB

at

http://3.bp.blogspot.com/_xwEOrBDpg1Y/SPVSQt4hdFI/AAAAAAAACAQ/5cIga9QUWo0/s400/funny-
animal-photos-monkey-riding-dog.jpg0

| 4, -
http://iwww.psy.fsu.edu/history/wnk/images/DandG_holding_hands1.jpg
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