1 HPA*

Botea et al. report on HPA a hierarchical technique for fast path plannipfpr a limited class of terrains
which we refer to agrid-maps (we will return to the issue of limitation after we presené tinethod).
These terrains have unit edge weights (representing distaatween adjacent nodes) and have obstacles
represented by nodes that cannot be visited at any costtfeéfly, the nodes representing obstacles are
removed from the graph).

The technique builds a hierarchy of graphs representingdghaectivity of the original; this is done in a
pre-processing step. The bottom level (level 0) of the hamais the original grid-map. Nodes in the first
level are way-points chosen from the original, and on evevgllhigher than the first level, a subset of the
way-points represent the graph immediately below it in tieedchy.

Search in the hierarchy has three steps. First, the endspwirthe desired path are inserted into the
hierarchy. Second, a path is found through the top level efrierarchy. Third, the path is refined by
working from the top level down to the original grid-map. Toests of pre-processing can be amortized
over many search queries in the hierarchy, but each seasetk tpyokes the over-head of inserting the start
and end-points into the hierarchy.

1.1 Constructing the hierarchy

To construct the first level of the hierarchy, the origindatgmap is partitioned into into square clusters of
b x b nodes, wheré is a user-defined parameter. We will refer to this choice adrttial cluster size.
Way-points are chosen from the nodes on the boundaries afltlséer, representingntrances into (end
exits from) the cluster. An entrance is defined as a maxintplesece of nodes containing no obstacles on
the border of a cluster, which has an

The entrance concept is much simpler than the definition maggest: any node node on the border of
a cluster that is not an obstacle and is not adjacent to amabsgh the adjacent cluster is a way into the
cluster, and any sequence of such nodes represents a sipgleunity for entering the cluster. Depending
on the arrangement of obstacles and choice of initial alsste, there may be several entrances to a cluster
along a given boundary.

If the entrance is longer than a given threshhold (the asthee 6 nodes), two nodes on either end of the
entrance are chosen as way-points; if the entrance is syreafiede in the middle of the sequence is chosen.
Each node chosen to be a way-point for a cluster has a synemetyi-point on the adjacent cluster.

Once the clusters and way-points have been established iriginal grid-map, the levels of the hier-
archical structure is constructed as follows, and is trueaflevels. The way-points chosen at levedre
the nodes in the graph at leviel- 1. Two kinds of edges are created at levels 1 and higher: adges and
intra-edges. An inter-edge is placed between symmetricpaaiyts at the cluster boundaries of the level
below; the weight of this edge is the weight of the edge itespnts in the original grid. Intra-edges connect
pairs of way-points within a given cluster: an intra-edgereated if there is a path between them using only
nodes in the cluster, and it is weighted by the cost of the dfeit such paths.

The user also defines, the number of levels to be constructed in the hierarchy. firselevel is
constructed by partitioning the original grid-map ibte b clusters, and identifying entrances, etc. Clusters
at leveli > 1 are composed by taking the union of a number of clusters atiev 1. The authors use 4
clusters at level — 1, arranged in & x 2 pattern, as a cluster at levielFor example, if the user defined the
cluster sizéh = 10, then a first level cluster representstax 10 area in the original grid; a 2nd level cluster
represents 20 x 20 area. The number of clusters at lewel 1 is one quarter the number at levéignoring
the slight complication that may not be an even multiple 6nodes).



Because some of the boundaries between level 1 clusteistrgvel 2, the level 2 way-points consist
of the set of level 1 way-points that are on level 2 boundalidewise, level 2 inter-edges are those level
1 inter-edges that cross level 2 boundaries. New intraedgeplaced between pairs of way-points at level
2. As before, an intra-edge is placed if there’s a path betwbem within the bigger cluster, and it is
weighted by the cost of the best such path. Further levelseohierarchy are constructed in the same way,
by combining clusters at the immediately lower level, idfgirig the way-points that are on the boundaries
between the larger clusters, and constructing new intgesd

Pre-processing costs The intention of the technique is to produce a hierarchy ailengraphs, to make
search much more efficient. However, the technique doesuartgtee that the graphs get smaller. During
the pre-processing, as clusters get larger, it is possiblhé number of waypoints in a cluster to increase,
and the number of intra-edges as well. Because each paitrainees to a cluster is joined by an edge if
there is a path between them contained entirely in the clute number of intra-edges in the cluster is
quadratic (worst case) in the number of way-points conthinghe cluster.

The actual number of intra-edges depends on the structuteeddriginal grid-map. If the grid-map
represents a floor-plan with limited connectivity betweenoms, and few open regions, then the number
of way-points may be very small (maybe only two way-pointshia entire cluster, if the cluster contains
only a long hallway, or a room with 2 doors). Thus the numbentf-edges will be small as well. If the
cluster contains several hallways or tunnels, but they ateonnected within the cluster, then the number
of intra-edges can also be much smaller than a complete gk is the kind of graph that the authors
chose to use for their experiments.

However, if the grid-map represents open areas, with ongyweobstacles (rocks, trees, etc), then almost
every way-point has a path to every other way-point in theesalmster, and the number of intra-edges can
be very high in high levels of the hierarchy.

Consider, for example, a grid-map with no obstacles at dk degree of each node is a small constant
(maximum of 4 or 8, depending on the connectivity). The hidaeels of the HPA hierarchy for an empty
gridmap are different. We will show that each level in theraiiehy has)(n? /b?) intra-edges, i.e., linear in
the number of nodes in the original graph. This is due to tHewing fact: while the total number of nodes
roughly halves at each level up the hierarchy in a grid-mah ¥&w obstacles, the number of way-points
into each cluster roughly doubles. These ideas are prabsiigéatly more formally here.

Result 1.1 In a grid-map without obstacles, the number of nodes in each cluster at level i + 1 istwice the
number of nodesin a cluster at level 4, for ¢ > 1.

Proof: Without obstacles, the number of nodes depends on the sthe @iitial cluster, since there are
no obstacles to work around.df< 6 thenk = 1 way-points per side are used.blf> 6 then the number of
way-points depends on how they are placed. There are no memé &= 2 waypoints per side. In any case,
k is a small constant.

For each level > 1, the new clusters are composed by taking the unio? »f2 clusters at level. If
there arek; nodes per side at levél for a total of4k; nodes per cluster at levelthen there arék; nodes
per side at level + 1, for a total of8k; nodes per cluster at level- 1. QED

The claim and the proof assume that the placement of waytgisinniform and regular, and in practice,
this is true. The claim ignores boundary effects that arieemclusters are composed using unequal sized
clusters, which arise in practical situations when the disiens of the opriginal grid-map are not an even
multiple ofb.

Result 1.2 Inan grid-map without obstacles, the number of nodes at level i + 1 is half the number of nodes
at level 4, for i > 1.



Proof: Since the total number of nodes per cluster increases bytar fafc2, and the number of cluster
is reduced by a factor of 4, the total number of nodes is redlbge factor of 2. QED

Result 1.3 In a grid-map without obstacles, the number of intra-edges at each level is O(n?/b?).

Proof: There arek2+! nodes per cluster at level> 0. There arex2b=22-2+2 clusters at level. There
arek?2%+! — k27 intra-edges per cluster, assuming complete connectivityinvthe cluster. There are
n2b=227202(E222+1 _ 21y = O(n?/b?) intra-edges at level QED

Note that this result also makes the simplifying assumpti@i » is big enough to allow any given
number of levels in a hierarchy. This of course is not trug,itis true for all levels in which most clusters
at leveli + 1 are made up of 4 roughly equal sized clusters at level

Thus, on grid-maps with limited connectivity, the numbenotles and edges decrease with each level in
the hierarchy. However, on more general terrains, the nuwifx@odes decreases, but the number of edges
remains roughly constant.

The user must provide two parametershe cluster size, ana the height of the hierarchy. These also
affect the pre-processing costs,as well as the on-linekeansts. The choice dfandm can be tuned to
the features of the graph; for examplegould be related to the typical size of a room, andvould be just
large enough to make the top level search negligible in dosany case, largé implies a large reduction
in the number of nodes at level 1 of the hierarchy; smalénsures that the number of edges is small in
the worst case. Howevérshould not be too large, because the clusters must be sdaegreatedly during
pre-processing, and during on-line searches.

1.2 On-linesearch

Search in the hierarchy consists of finding a best path atitteeht level of the hierarchy, and then refining
the path through lower levels of the hierarchy. Since a fiiatfing exercise may require a path between two
nodes that are not identified as way-points, the technicgertimthe start and goal node into the hierarchy as
temporary way-points. Each cluster on every level reprasg@an area containing the start node has a new
node inserted, and new intra-edges are created betweetatheale and the way-points for the cluster; the
same is done for the goal node. Note that this entails a nuaflsearches at each level in the hierarchy. For
low levels of the hierarchy, the costs are small, but the remobnodes per cluster doubles at every level up
the hierarchy.

A path through the highest level is basically a sequence gpwiats at cluster entrances, tracing across
intra-edges and inter-edges. The optimal path at this ley@ksents a good quality path, because the cost
of each intra-edge is exact; deviations from optimal qualie the result of forcing paths through waypoints
(and this can be alleviated by post-processing of the pathbslow).

A high-level path can be refined by replacing any intra-edgehe path with the (best) sequence of
nodes in the lower level cluster that the intra-node repriese If space is available to store these paths,
no search is required to do this; otherwise, a limited searclonducted to identify this path. Any search
method can be used; however, because the cost of the optithakgknown, it may be worthwhile to use this
information to prune the search space, especially if thetetisize is relatively large: discard any successors
whosef-cost is higher than the cost of the intra-edge.

The path is fully refined when all intra-edges are replacdtl eilges of the original grid. The order in
which this is done does not matter; an abstract path can Imedefis the path-finding agent proceeds along
the path, saving effort if the whole path is not needed (&.the agent receives a new target before reaching
the current one).



The path may not be optimal because it has been forced tolpassyh way-points chosen to represent
entrances between regions in the original grid-map. Thisreault in paths that are forced to deviate from
a more direct path just to pass through a way-point. The asithggest using a path smoothing operation
to help correct for this effect. The proposed smoothing edoice looks to insert straight-line paths between
nodes on the refined path to replace such deviations.

Because the way-points at level- 1 are way-points in the level below, and because the intragdg
represent the cost of paths between the way-points, thecpathat every level is the same; a refined path
between merely replaces an edge between way-points, buarsigteed to have the same cost.

1.3 Grid-mapsv. terrains

Itis fair to say that HPA applies to the class of grid-maps because, as we have degdtie choice of way-
points does not consider the cost of travelling through tag-points. In a grid-map, every non-obstacle is
potentially equal with respect to costs. Thus the paths redgized through a way-point, but in a grid-map,
the edge costs are never high enough to make this a very baesibahed\Ve note that in a terrain, where edges
may vary in cost a great deal, it could be very expensive toefarpath through a way-point chosen without
regard to the edge costs into it.

We also note that the path smoothing technique proposedRéi ldoes not consider edge costs either.
While a more direct route is always preferred in a grid-mae, tesult of the path smoothing operation
proposed by the authors may may force the path through arredieigh cost edges in a terrain, because it
is more direct.

However, these points do not prevent HFRom being applied to general terrains. The choice of way-
points would be the same choice as in a simple grid-map witbbstacles, but the intra-edges would be
computed using the edge weights of the terrain. Thus thetdley will accurately represent the cost of
paths between aribtrarily chosen way-points.

2 Experiments

We applied HPA [?] to the four mazes, the four Freeciv terrains, and the sirasgntative Brodatz terrains.
The purpose of our investigation was to evaluate HiRAterms of pre-processing costs, path quality, and
on-line search costs.

In order to keep runtimes reasonable, we performed predirgiexperiments on a variety of terrain sizes,
and we present detailed results for the largest size thatasaect of our investigation allowed. Reasonable
runtimes were a concern because of the implementation of hRdvided by the authors of the technique:
substantial overhead was needed to preprocess a grid-inaye the costs due to the basic construction
of the hierarchy. Search costs (as measured by cpu time)gdbPA* preprocessing accounted for only
about two thirds of the total time needed to complete the naegssing; much of this hidden cost is due
to inefficiencies that were acceptable for the small griggsnased in ], and considering the code was
not intended for production use. The implementation aldfesed from an inefficient use of space, which
incurred some limitation to the size of terrain, dependingtee nature of the investigation. We emphasize
that these were practical limitations on our experimeatatbut not limitations of the method in principle.

2.1 Experimentson grid-maps

The HPA' technique implicitly assumes a grid-map as input, i.e.f@aie with obstacles, but edge weights
representing unit distances between vertices in the tervde used 4 mazes in our experiments, which are



examples sof this class of terrain.

The Freeciv terrains and the representative Brodatz reyeaie not grid-maps, but general terrains. How-
ever, it is possible to derive a grid-map from a general tetvg threshholding the edge weights: an obstacle
is placed whenever all the edge-weights into a node in tliaiteexceeds a given threshhold value. In all
the terrains we derived from images, this can be done simpthiteshholding the pixel values. The Freeciv
terrains can also be handled this way.

For each of the Brodatz terrains, a threshold value was chasé¢hat the obstacle density (sometimes
referred to ag or justphi in text) was as close to 10%, 20% and 30% as possible. The nodash terrain
were then converted to a hode or an obstacle in the grid-negggrdling on whether the pixel was lower or
higher than the threshhold. The Freeciv terrains did no¢manch variance in the edge weights, so only the
10% obstacle density was used.

The Brodatz terrains af29 x 729 in dimension, and the implementation of HPfequired between 25
and 40 minutes to process them. For this reason, we scaleel tibreains down, ranging fro2a3 x 243 up
to 729 x 729 by increments of 81 nodes per side. Thus, there were 18 Brapliat-maps for each graph
dimension. The Freeciv terrains and the 4 mazes had dinre2iox 243.

Our experimental method consisted of constructing a téésafior each grid-map, running 1000 random
path queries in the hierarchy, and collecting data fromettigsls.

2.1.1 Pre-preprocessing costs

We measure the size of the hierarchy constructed by*HRAerms of the number of nodes and edges at
each level. We used an initial cluster sizebcf 10 and builtm = 2 levels in the hierarchy. We used these
values because they were the values used in the initial trEfjor

Table 1 shows the storage costs of HHAr the mazes and the Freeciv grid-maps. We observe that the
number of nodes in the first level is a small fraction of the benof nodes in the original grid-map, and that
the number of nodes decreases at level 2. A decrease in theenwfinter-edges as is also evident (which
is implied by the decrease in the number of nodes).

However, the number of intra-edges increases in 5 of the impkes. In the small maze, for example,
the number of intra-edges increases fra@i7 at level 1 to11255 at level 2. The number of clusters drops
from 252 in level 1 to132 in level 2, giving an increase in intra-edges from about 16ghester to about
66 per cluster. In the Freeciv terrains, the number of nosl@sthe first level of the hierarchy is somewhat
larger than for the mazes, but the number of intra-edgesbistantially larger, and increases at level 2. For
the Freeciv 1 grid-map, for example, there are about 38-idiges per cluster at level 1, and 155 at level 2.

Note also the size of the graphs in the HPAierarchy for the large maze. This maze is somewhat
larger than the other mazes, in terms of dimension, but th&beun of nodes and intra-edges is substantially
smaller at all levels than any of the other mazes. This islmE#he large maze has a structure that limits
the connectivity of way-points for each cluster: there drewd 2 intra-edges per cluster at level 1, and about
4 intra-edges per cluster at level 2.

In all of these example grid-maps, the number of nodes ard-adges decreases by half from level 1 to
level 2, as expected, and the number of intra-edges ingadigbtly in 5 of them. For the Freeciv terrains,
the number of intra-edges is larger than in the mazes, anthiger fraction of the number of edges in the
original graph.

We applied the HPA technique to th&29 x 729 Brodatz grid-maps as described above, again with
b =10 andm = 2. The results are summarized in Tables 2.

These grid-maps are much larger than the examples from Tablg the same patterns are evident. On
average, the number of nodes at level 1 is 7.5% of the nodég iartginal graph, and the number of nodes



Original level 1 level 2
Map nodes edge$nodes inter intraj nodes inter intra

small maze 55437 217585 3775 2137 9977 1863 1062 11255
large maze 65346 197104 4356 2178 2344 2230 1115 1266
russian dolls 53545 204468 4090 2277 9006 2104 1187 8598
russianquad 51753 1946123940 2134 7955 2172 1188 8189
Freeciv 1 50251 173478 5580 2946 23561 2805 1483 26184
Freeciv 2 50274 173598 5555 2926 23291 2765 1454 25024
Freeciv 3 49516 169111 5515 2906 22971 2751 1454 2475(

Table 1: Space used by HPAN the mazes and Freeciv terrains. The large ma2é(is< 340 in size, and
all the other graphs arzt3 x 243.

Original level 1 level 2
Map ¢ nodes edges$ nodes inter intrd nodes inter intra

D24 0.1| 481013 1864424 35811 19875 10067817932 9996 12440%
D3 0.1| 475646 1844010 35133 19512 93777 17558 9779 109851
D40 0.1| 459411 17756471 33948 18918 92961 17004 9487 113364
D44 0.1| 481634 1915789 33631 19127 98073 16745 9508 122662
D49 0.1| 481066 1854953 35291 19495 85440 17469 9643  8822(¢
D76 0.1| 474050 1856200 34228 19184 95007 17084 9573 114332
D24 0.2| 427432 1618818 33085 18113 8241% 16608 9136 96221
D3 0.2 | 424133 1618021 32160 17713 77274 16083 8888 80384
D40 0.2| 427572 1640006 32021 17785 84044 16005 8923 10060(
D44 0.2| 435771 17072527 31871 17841 94461 15837 8876 115981
D49 0.2| 422332 1593174 32068 17408 64351 16099 8737 55488
D76 0.2| 427184 1653089 31547 17506 82889 15781 8757  9595(
D24 0.3| 367780 1360293 29543 15987 64488 14878 8084 67464
D3 0.3 | 367130 1381124 28225 15452 62487 14169 7790 58863
D40 0.3| 345306 13046371 26342 14536 63552 13223 7337 73277
D44 0.3| 377849 1409469 30461 16517 84550 15131 8248 98474
D49 0.3| 366783 1366288 28495 15350 51367 14317 7713 41564
D76 0.3| 373747 142463¢ 28231 15539 6918% 14109 7784 76178

o—C0—C1+—C

Table 2: Space used by HPAN the Brodatz grid-maps. The grid-maps @28 x 729 in size, andp is the
obstacle density. We applied HPAising a cluster size of 10, and a 2 level hierarchy.
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Figure 1. Cumulative distribution of path quality from apiplg HPA* to the maze terrains (left) and the
Freeciv grid-maps (right).

at level 2 is half the number at level 1. For all but 3 exampleste are slightly more intra-edges at level 2
than at level 1. The average number of intra-edges at le\&#119%6 of the original, and at level 2, 5.5% of
the original. The number of intra-edges increases from teve level 2 in 15 of the 18 terrains, by 11% of
the level 1 intra-edges, on average.

Clearly, HPA' cuts the size of the graph significantly at the first level, bBitiioning intob x b clusters,
but the number of intra-edges does not decrease with thataighe hierarchy. This is as predicted by our
rough analysis. Because of this, short hierarchies may &kemped over hierarchies with many levels. In
terms of storage, a lardds preferred, because it reduces the number of nodes atll@fg¢he hierarchy.

2.1.2 On-linesearch performance

To assess on-line search performance, we used a set of 1000gpqueries, generated by selecting end-
points at random. To simplify the process, if either of thd-@oints chosen referred to the location of an
obstacle, the trial was excluded from the sample, but n@ogphent was made.

To evaluate the results, we computed path quality for eatih pa., the ratio of the optimal path to the
path found by HPA. This quantity is used because it is bounded between 0 and 1.

We applied HPA directly to the mazes, and to the grid-maps derived fromi#itex 486 Brodatz grid-
maps and the Freeciv grid-maps. We produced cumulativehiisons for HPA showing the frequency
of path quality. Figure 1 show the distributions for the nsmaed the Freeciv grid-maps. Table 3 gives
quantitative results for the mazes, showing the path qualtitained by the best 75%, 90% 95% and 99% of
the trial paths. The path quality is very good across theiskergaps, with at least 99.9% of the paths having
a path quality of 95% or better.

The results for the Brodatz grid-maps are summarized ineBadbland 5. The results from the Freeciv
grid-maps are also shown in Table 4, because they had rosghilar obstacle density. Figure 2 shows a
typical path quality distribution for a single Brodatz tirr, for the three obstacle densities used, and the
path quality distributions for all the Brodatz terrains &dostacle density = 0.2.

The path quality in all these grid-maps is very good, achig®@5% with almost certainty. We observe
that the Freeciv terrains had noticably lower frequencyobieving 99% path quality.
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Figure 2: Cumulative distribution of path quality from apiplg HPA* to the one of the Brodatz grid-maps,
D3, for three obstacle densities (left), and for all Brodatzains of obstacle density 0.2 (right).
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| Map | 99% | 95% | 90% | 75% |
small maze | 93.9| 100| 100| 100
large maze | 89.4| 100| 100| 100
russian dolls| 99.1| 99.9| 100| 100
russian quaq 97.3| 100| 100 | 100

Table 3: Cumulative distribution of path quality from apiplg HPA* to the maze terrains. These size of

these terrains i843 x 243.

Table 4: Cumulative distribution of path quality from apiply HPA* to the grid-maps derived from the

| Map | 99%| 95%| 90%| 75%|
D49 97.9| 99.9| 100| 100
D24 89.8| 99.9| 100| 100
D76 97.2| 99.7| 100| 100
D3 88.9| 99.9| 100| 100
D40 95.3| 99.9| 100| 100
D44 99.6| 99.9| 100| 100
Freecivl| 60.2| 99.6| 100| 100
Freeciv2| 60.8| 99.3| 100| 100
Freeciv3| 59.3| 99.1| 100| 100
Freeciv4| 59.3| 99.1| 100| 100

I
60 40
Percentage of problems

representative Brodatz terrains, and the Freeciv gridsm@lpe obstacle density of the grid-maps is 0.1.




$=10.2 $=0.3
Map | 99% | 95% | 90% | 75% | | 99% | 95% | 90% | 75%
D49 [ 97.8] 100] 100 100 | 98.6] 100] 100] 100
D24 | 82.1] 99.7| 100| 100| | 83.3| 100| 100| 100
D76 | 92.6] 99.8] 100| 100| | 92.9] 100| 100] 100
D3 | 90.2] 99.7] 100| 100| | 90.1| 100| 100| 100
D40 | 91.6] 99.8] 100| 100 | 88.9] 100| 100| 100
D44 | 95.6] 99.8] 100| 100| | 79.2] 99.8] 100| 100

Table 5: Cumulative distribution of path quality from apiply HPA* to the Brodatz grid-maps . The obstacle
density of the grid-maps is 0.2 (left) and 0.3 (right).

2.2 On-line search costs

To measure the search costs for pathfinding with HBfplied to grid-maps, we recorded the number
of node expansions for each path. The number of node expenisiarastically less than needed by; A
Figure 3 shows a typical side-by-side comparison of theaiostarching through one of the Brodatz-derived
grid-maps.

The A* data shows the quadratic behaviour expected from explgratirarea around a path, and the
number of expansions required by HP&s well below A:. Figure 4 shows the HPAresults seaparately;
note that the number of expansions increases faster thearlyn though the spread is relatively high. In
Figure 5, we plot, for each path, the number of nodes expagétPA* against the number of expansions
needed by A. The data show a strong correlation, which, informallynsegust a little shy of linear. The
data is nearly a linear relationship, and the slope of a linegest fit would indicate the approximate ratio
of HPA* expansions to A expansions. In the case of the graph shown, the “slope” isitab®0. The
pronounced;-intercept is due to the overhead involved in inserting tiagt and end points for each path
into the appropriate clusters in each level of the hierarchy

Thus we can see that HPAIses far fewer node expansions thahfAr on-line search, and results in
paths whose quality is very close to optimal almost all theeti Variations in topology do not seem to affect
the path quality very much, but it does have a modest impasearch costs, which can vary anywhere from
10 to 20 times fewer than the search costs df Ahe search costs also seem to increase faster than linear
when viewed as a function of path length. However, this isosineertainly due to the fact that the hierarchy
was only 2 levels above the original gridmap, and a signifigantion of the top level graph needed to be
searched for longer paths.

2.3 Grid-mapsv. terrains

We also investigated the use of grid-maps to approximateites. We recorded the paths obtained from the
grid-maps, and determined the cost of the path through igaat terrain.

For this part of our investigation, we used grid-maps derivem the Brodatz terrains sampled4®6 x
486. We ran 1000 pathfinding queries, on the Brodatz grid-magisgwbstacle densities 0.1, 0.2 and 0.3.

The results are quite different from the results of HiRA grid-maps, presented above; see Table 6. A
path quality of 90% is achieved very rarely in 4 of the six gméps, and a path quality of 75% is achieved
less than 50% of the time in 4 of the 6 grid-maps.

Essentially, the conclusion we can draw from these tabldsisa grid-map is not a very useful approx-
imation for a terrain, and so methods for dealing specifyoalth terrains must be used.



Search Cost Comparison: D40 486x486 at 0.2
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Figure 3: The number of expansions by and HPA for Brodatz D3 grid-map, with obstacle density=
0.2.

»=0.1 $=02 $=03
Map | 99% | 95% | 90% | 75% | | 99% | 95% | 90% | 75% | | 99% | 95% | 90% | 75%
D49 0.3 0.7 1.1 3.1 0.5 0.9 1.9 7.2 0.6 1.0 2.4 | 20.2
D24 0.3 0.4 0.9] 20.5 0.2 0.3 0.8 27.1 0.2 0.4 1.1] 16.7
D76 0.6 2.0 9.7| 56.5 0.3 1.1 5.8 | 46.5 0.4 0.6 2.0| 22.3
D3 0.2 0.6 1.7| 26.3 0.8 1.3 42| 31.9 0.9 1.8 8.3 | 54.1
D40 2.0 7.7| 23.9| 86.6 1.7 6.0| 23.0| 85.2 1.2 46| 16.7| 75.6
D44 1.1 31.9| 925| 100 1.6| 37.4| 95.3| 99.7 0.4 | 34.3| 87.3| 98.7

Table 6: Cumulative distribution of path quality from apiply HPA* to the representative Brodatz terrains.
The terrains were siz&13 x 243 with three obstacle densities.

10



Nodes Expanded

4000

3500

3000

2500

2000

1500

1000

500

Search Costs: D40 486x486 at 0.2

HPA*
4
4
L + 4 i
+ +
4
L N L+ i
+ +
+ e 4
+ o+ o4 +
- +++ -
++ +4
" iﬁf
4
i
A T
B + + ++ B
N T +ﬁ+# 4 %
) k= ++++++ +
+ t 4 ﬁjmr ##r*f}w,Jr +++
et w#q#tat# o ty
- - g T g
+++iﬂ#r+ o +*Qf ++ ¥¢++ 4ty +
+ ot +
1 1
400 500

Figure 4: The number of expansions by Hieé Brodatz D40 withp = 0.2.

Distance between endpoints

11

600



Search Cost Comparison: D40 486x486
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b=5 b=10

Level | nodes inter intra nodes inter intra

9355 4704 13820 4128 2352 11949

4653 2352 15836 2064 1176 14879

2351 1176 16372 1032 588 15055

1175 588 15813 516 294 13667
587 294 13960 — — —

G~ WNPF

Table 7. Space used by HPAnN terrains of siz€43 x 243. Hierarchies were constucted up to level 4 for
cluster size ob = 10, and up to 5 for cluster size &f = 5. The original terrain has 59049 nodes, and
234740 edges.

24 Experimentson Terrains

While HPA* implicitly assumes grid-maps, the technique can be appi¢etrains. The edge weights in the
terrain are not used to identify way-points, but the intdgies between way-points are constructed using the
edge weights. Thus a way-point may be a poor choice, from dlire pf view of the cost of edges into it,
but the intra-edges created for the next higher level wiler the actual costs represented in the weighted
graph.

In a general terrain, there may be no impassible obstacidshase are the kind of terrains we investigate
here. Thus, this part of the investigation will look at thefpquality that results from possibly poor choice
of way-points. We also take a look at the computational costdved with constructing larger hierarchies
than the previous experiments.

We used the 6 Brodatz terrains, sampled down ff@mx 729 to 243 x 243. We also used the Freeciv
terrains, which were als@43 x 243. As stated above, this was done to keep runtimes reasorihile;
implementation had difficulty constructing hierarchiesmdre than 2 levels for large terrains. We looked
at two settings for the initial cluster sizé:= 5 andb = 10; and unlike the previous experiments, we built
hierarchies of height from 1 to 5 fér= 5 clusters, and from 1 to 4 fér= 10 clusters. The two initial cluster
sizes were chosen to examine how way-points chosen affegiath quality. In a terrain, a cluster size of
b = 5 puts way-points at the midpoint of each level 0 cluster beuypoand withb = 10, the way-points are
at the corners of the level O cluster.

2.4.1 Pre-processing costs

The terrains are identical from the point of view of placingyapoints, so the stuctures constucted by HPA
have a lot of similarity. For example, for all 9 terrains, first level constucted for the = 10 cluster-size
will be the same; the higher levels will be identical as wit, as many levels as are constructed. For this
reason, we can look at two structures, corresponding tatigest hierarchy for each initial cluster-size.

Table 7 show the data reported by HH&r the terrains. We show the number of nodes at each levél, an
the number of inter- and intra-edges at each level. The tableates, for example, that a 3 level hierarchy
constructed using &= 10 cluster size, has 1032 nodes at its top level, 2064 nodegaltdeetc.

We observe that the 5 level hierarchy constructed usiagh clusters has roughly one-third the number
of nodes in the original graph, and has roughly the numbedgés in the original terrain. We also observe
that the number of nodes decreases by roughly a factor of &chitlevel after the first, but the number of
intra-edges increases from levels 1-3, with a decreasedfier; the change in the number of intra-edges
is consistent with the theoretical prediction, taking iatwount the fact that the dimension of the original
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Path quality

HPA* Path quality distribution: Brodatz Terrains 243x243 (b=5) HPA* Path quality distribution: Brodatz Terrains 243x243 (b=10)
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Figure 6: Cumulative distribution of path quality from apiplg HPA* to Brodatz terrains, using = 5
clusters (left), and = 10 (right).

terrain is not a multiple of the dimension of the cluster size

2.4.2 On-line search performance

To investigate the path quality of HPAwe ran 1000 pairs of random path queries in the HR#rarchy
constructed for the Brodatz terrains, and the Freecivitesra he cumulative distribution of path quality is
shown graphically in Figures 6 and 7. Table 8 provides a nigalegperspective. Because of the way the
hierarchy is constructed, and the way paths are refined th@o difference in path quality when the height
of the hierarchy is varied; the height only affects the seausts.

We observe that HPAachieves path quality of 75% on at least 90% of the paths intheo6 Brodatz
terrains wherb = 5 clusters are used, and likewise in 5 of the 6 when 10 clusters are used. Path quality
of 90% or better is achieved in at least 50% of the paths in anddz terrain when the cluster sizéis- 5,
and in 3 Brodatz terrains when the cluster size is is 10. Path quality above 90% is rare in the Brodatz
terrains. In the Freeciv terrains, we observe that pathityuedove 75% is rare.

We also observe that the path quality is generally bettenvette= 10 cluster size is used, as compared
to theb = 5 cluster size. This is a little counter-intuitive. One pbésiexplanation is that the larger cluster
size gives shorter paths better quality, because more gfdtieis exact, because more of it lies within the
clusters where the endpoints are inserted. If this were weevould expect a higher path quality for short
paths. However, we do not observe this in the data. Insteadbserve that for longer paths, the path quality
has much less variance for= 10 than forb = 5. An alternative explanation is that the larger cluster size
allows intra-edges to avoid more of high cost regions that lieawithin a cluster, and therefore the cost of
the intra-edges more closely reflect the cost of going thinaugluster. In other words, smaller cluster sizes
give the abstraction less flexibility.

2.5 On-line search costs

To demonstrate the the search costs of HR#e use the number of nodes expanded, as above for grid-maps.
Because we are interested in the effect of the use of diffen@mbers of levels for the hierarchy, the data
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Path quality

HPA* Path quality distribution: Freeciv maps (b=5)
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Figure 7: Cumulative distribution of path quality from apiplg HPA* to the Freeciv terrains, usifng= 5

clusters (left), and = 10 (right).

b=5 b=10
Map 99% | 95% | 90% | 75% 99% | 95% | 90% | 75%
D49 05| 7.6 14.9| 39.7 0.8| 65| 17.0| 53.6
D24 02| 03| 08| 74.6 04| 09| 34| 949
D76 0.2| 7.3| 40.7| 93.8 0.6| 8.1 63.2| 97.8
D3 02| 08| 54| 965 05| 15 16.7| 99.1
D40 05| 42| 255| 98.2 0.7| 5.1 52.9]| 99.7
D44 0.7| 13.6| 61.5| 99.3 0.7| 13.5| 88.8| 99.8
Freecivl| 0.1| 0.1| 01| 0.7 02| 02| 03| 87
Freeciv2| 0.2| 02| 0.2| 05 03| 03| 04| 9.2
Freeciv3| 0.3| 16| 9.6| 954 0.9| 57| 59.2| 99.7
Freeciv4| 03| 15| 5.8| 87.8 0.7| 4.0| 33.0| 99.7

Table 8: Cumulative distribution of path quality from apiply HPA* to the Brodatz terrains, and the Freeciv
terrains. On the left, the results of using an initial clusiee ofb = 5, andb = 10 on the right.

15



Search Cost Comparison: D40 243x243
16000

14000 -

12000 -

10000

8000 [

Nodes Expanded

6000 [

4000
o

2000 [~ HPA* (b=10,m=2) +

HPA* (b=10,m=3) x

) | HPA*(b=10m=4) x

100 150 200 250 300
Distance between endpoints

Figure 8: Comparison distribution of search costs from @ppglHPA* to Brodatz terrain D40, using= 10
clusters. Only data using levels 2, 3, and 4 are shown.

are somewhat more complex to present, and we show the daigidgal parts. We will start (for reasons that
will become clear) by presenting only the search costs f@hibrarchy above level 1.

Figure 8 gives the plot for one of the Brodatz terrains, foluster size ob = 10, showing the number
of nodes expanded for the 1000 trials as a function of thewligt between the end-points. We observe
three almost distinct bands of points, which imply that thenber of nodes expanded by search generally
increases as the number of levels increases. This resyfticat of the results from HPA and appears also
in the data obtained for the experiments using a clusterdfize= 5; see Figure 9. We also observe that
the general trends in the three bands of points seems to e #igtthe number of levels in the hierarchy
increases.

From these observations, we conclude that a significanicesiarching these hierarchies is the cost of
inserting the endpoints into them. The insertion costs &ye Ibecause of the number of nodes per cluster in
the high levels of the hierarchy. Figure 9 shows the analagmthe case of = 5 hierarchies.

Figures 10 and 11 show the search cost data for the samentdouausing short hierarchies. Figure 10,
which is the data for the = 10 hierarchies, shows that for short paths, starting the besdevel 1 is slightly
less expensive than starting at level 2, but that for longéng it is less expensive to search starting at level
2. The situation is slightly more complicated for Figure Whjch shows the data for thte= 5 hierarchies.
Search starting at level 1 is much more expensive than |@vels3, for longer paths. For very short paths,
starting search at level 3 is slightly more expensive thartiagy at level 1 or 2, but is less expensive for
larger paths. This trend in the data is very similar acroghalBrodatz terrains and the Freeciv terrains.

Figure 12 compares the cost of using # the cost of using the highest hierarchy (either 4 or 5 kvel
depending on the cluster size), to the costs of using a stitgerchy, and A. As the plot demonstrates,
all of the HPA' hierarchies expand substantially fewer nodes thatolit demonstrates that building a taller
hierarchy is not always cost effective.

Finally, Table 9 gives a quantitative comparison of thedeapsts. The table is a cumulative distribution
of the number of node expansions, expressed as a percefiitdgeraimber expansions of using AFor
both initial cluster sizes, more than 90% of all trials exgheah as many as 50% of the number of nodés A
expanded, and none of the trials expanded less than 5% obtlesrexpanded by*A From the table, we
can see that the combinationof= 5 andm = 3 results in lower search costs: just more than half of the
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Search Cost Comparison: D40 243x243
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Figure 9: Comparison of search costs from applying HRABrodatz terrain D40, using = 5 clusters.
Only data using levels 3, 4, and 5 are shown.
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Figure 10: Comparison of search costs from applying H®@ABrodatz terrain D40, usingla= 10 clusters
(left). Only data using levels 1 and 2 are shown.
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Figure 11: Comparison of search costs from applying HRABrodatz terrain D40, usiny= 5 clusters.
Only data using levels 1, 2, and 3 are shown.
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b=5m=3 b=10,m =2
Map 5% | 10% | 25% | 50% 5% | 10% | 25% | 50%
D49 0| 54.2| 91.1| 95.8 0| 31.7| 885| 95.2
D24 0| 56.7| 92.1| 96.6 0| 38.6| 88.6| 94.7
D76 0| 56.7| 91.3| 96.7 0| 41.2| 87.2| 94.8
D3 0| 53.9| 91.8| 96.3 0| 35.1| 88.2| 94.7
D40 0| 549| 91.9| 96.8 0| 34.8| 88.1| 95.1
D44 0| 525| 91.6| 96.3 0| 335 87.8| 95.3
Freecivl| 0| 59.1| 91.8| 96.4 0| 39.7| 88.0| 94.9
Freeciv2| 0| 58.9| 91.6| 96.3 0| 38.9| 88.0| 95.0
Freeciv3| 0| 56.2| 92.7| 96.4 0| 36.2| 88.2| 955
Freeciv4| 0| 55.2| 92.1| 95.9 0| 36.1| 88.1| 95.1

Table 9: Cumulative distribution of search costs from apgHPA* to the Brodatz terrains, and the Freeciv
terrains. The costs (columns) are expressed as a percertdgecost of using A

trials needed to expand 10% of the number of nodes tha&xfpanded, whereas for= 10 andm = 2, only
about a third of the trials were so inexpensive.

3 Conclusions

In terms of path quality, the HPAmethod finds paths of very high quality for a specific classeofains
we have been calling grid-maps. In the grid-maps we examinetuding 4 mazes, 18 grid-maps derived
by threshholding the Brodatz terrains and Freeciv grid-enappath quality of 95% or better is almost a
certainty. This implies that the path smoothing operati@kes up considerably for any inaccuracies that
arise due to forcing the path through way-points. The seaosts for the path-finding are very small
compared to A, on the order of 10 to 20 times fewer node expansions duriagke

In terms of pre-processing costs, HPBuilds a hierarchy whose size, in terms of nodes, decreases b
half with each level, but in terms of the number of edges,sstayghly constant except when the connectivity
between adjacent clusters is highly constrained. We obdenvthe that the graphs in the upper levels of the
hierarchy built from the Brodatz and Freeciv grid-maps dbdezrease in size, since the dominant quantity
is the number of intra-edges. We showed with a simple thisatednalysis of terrains without obstacles
that this is exactly what should be expected. However, indhge maze example, where connectivity is
more highly constrained, the number of intra-edges is orstimee order of magnitude as the number of
way-points. This is the main cost of pre-procecessinggsamcintra-edge must be constructed for every pair
of way-points in a cluster, and this involves search throtghcluster.

The HPA* method implicitly assumes grid-maps as inputs, since edgghis are not considered in the
selection of way-points. One possibility for applicatidiHPA* to more general terrains is to approximate
the terrain by removing edges above a given threshold, dtidg#he remaining edge weights to unit costs.
The path quality in grid-maps constructed this way is verydydut when traced through the original terrain,
the resulting path quality is not at all good; the path qyasitbetter than 75% in less than 50% of the trials
for half of the Brodatz grid-maps, and a path quality of 90%eiter is rare in all Brodatz terrains, except
D44. In other words, grid-maps are not a useful approxinmatcerrains, and terrain-specific path-finding
techniques are needed.

We applied HPA to terrains, by constructing a hierarchy as if the terraid ha obstacles, and using
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the edge weights to obtain the costs of the intra-edges keettiee default positions of the way-points. We
applied this technique to the 6 Brodatz terrains, and thesédiv terrains, using two different initial cluster
sizes, and a variety of hierarchy levels.

The path quality was substantially lower in terrains thagrid-maps. In two of the three Freeciv terrains,
a path quality of 75% or better was rare. For the initial @usize ofv = 5, a path quality of 90% or better
occurred in less than 50% of the trials for 5 of the 6 Brodatatas. The path quality for the initial-cluster
size ofb = 10 was better, with three of the six terrains achieving a patdityuof 90% or better more than
half the time. The path quality is below that of grid-mapsyarily because the paths were forced to pass
through arbitrarily chosen way-points, and the cost of d@a was substantially higher than in grid-maps.
Where as the smoothing operation for grid-maps would imgttbe quality of a path, no such smoothing
operation was used in our trials on terrains (and the oneestgd by the authors of the method clearly does
not apply to terrains).

Search costs for path-finding in terrains using Fig#e substantially lower that for*Aas for grid-maps.
The initial clustering intdb = 5 or b = 10 clusters dramatically reduced search costs for short phths
the costs increased more than linearly with path lengthiatiével. Additional levels help to reduce the
search costs for long paths, but incur an over-head for giatins. We found that for the terrains we studied,
constucting 2 levels above the original terrain was a goadigtvoff for an initial cluster size df = 10, and
3 levels was a good trade-off for= 5.

We found that there is a point after which adding levels tohieearchy increases search costs (though
costs never seem to approach those of. AVhile the number of nodes per level decreases by a factdr of
every level, the number of nodes per cluster increases bgetime factor, and when there are enough nodes
in a cluster, the cost of inserting the start- and end-pdirt given path dominates the cost of search, by
a very large margin. We emphasize that the height of the ffuleyeincurs the higher over-head, because it
is a function of cluster size, and not the size of the origtealain. The fact that the higher levels of the
hierarchy do not decrease in size further supports the gsioei that only a few levels should be used.

In summary, HPA achieves very high path quality in grid-maps, with acceletabe-processing costs,
and search costs. In terrains, the path quality achieved P4*Hs much lower. Search costs and pre-
processing costs show that short hierarchies are prefnrétPA*.
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