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Abstract— Even though multiple non-overlapped channels exist
in the 2.4GHz and 5GHz spectrum, most IEEE 802.11-based
multi-hop ad hoc networks today use only a single channel. As
a result, these networks rarely can fully exploit the aggregate
bandwidth available in the radio spectrum provisioned by the
standards. This prevents them from being used as an ISP’s
wireless last-mile access network or as a wireless enterprise
backbone network. In this paper, we propose a multi-channel
wireless mesh network (WMN) architecture (called Hyacinth)
that equips each mesh network node with multiple 802.11
network interface cards (NICs). The central design issues of this
multi-channel WMN architecture are channel assignment and
routing. We show that intelligent channel assignment is critical
to Hyacinth’s performance, present distributed algorithms that
utilize only local traffic load information to dynamically assign
channels and to route packets, and compare their performance
against a centralized algorithm that performs the same functions.
Through an extensive simulation study, we show that even with
just 2 NICs on each node, it is possible to improve the network
throughput by a factor of 6 to 7 when compared with the
conventional single-channel ad hoc network architecture. We also
describe and evaluate a 9-node Hyacinth prototype that is built
using commodity PCs each equipped with two 802.11a NICs.

Keywords: System design, Distributed Algorithms/Protocols, Sim-
ulations, Prototype Implementation.

I. INTRODUCTION

Despite significant advances in physical layer technologies,
today’s wireless LAN still cannot offer the same level of
sustained bandwidth as their wired brethren. The advertised 54
Mbps bandwidth for IEEE 802.11a/g wireless LAN interface
is the peak link-layer data rate. When all the overheads
– MAC contention, 802.11 headers, 802.11 ACK, packet
errors – are accounted for, the actual goodput available to
applications is almost halved. In addition, the maximum link-
layer data rate falls quickly with increasing distance between
the transmitter and the receiver. The bandwidth problem is
further aggravated for multi-hop ad hoc networks due to
interference from adjacent hops on the same path as well
as from neighboring paths [1] [28]. Fortunately, the IEEE
802.11b/g standards and IEEE 802.11a standard provide 3 and
12 non-overlapped frequency channels, respectively, which
could be used simultaneously within a neighborhood. Ability
to utilize multiple channels substantially increases the effective
bandwidth available to wireless network nodes. Such band-
width aggregation is routinely used in 802.11-based wireless
LANs that operate in infrastructure mode, where traffic to and
from wireless nodes is distributed among multiple interfaces
of an access point or among multiple access points. However,
bandwidth aggregation is rarely applied to 802.11-based LANs
that operate in the ad hoc mode. As a result, most ad hoc

network implementations use only a single frequency channel,
wasting the rest of the spectrum.

In this paper, we describe an IEEE 802.11-based multi-hop
wireless ad hoc network architecture (called Hyacinth) that
employs multiple radio channels simultaneously by equipping
each node with multiple NICs. We detail the associated chan-
nel assignment and routing algorithms, and present the results
of a comprehensive performance study of these algorithms.
Although there have been previous research efforts that aimed
to exploit multiple radio channels in an ad hoc network, most
of them were based on proprietary MAC protocols [2]–[5], and
therefore cannot be directly applied to wireless networks using
commodity 802.11 interfaces. In contrast, Hyacinth is designed
to work directly with commodity 802.11-based interfaces,
and requires only systems software modification. Although
our prototype uses 802.11 interfaces, the architecture is also
applicable to the 802.16a networks, where customer premise
equipments form a mesh connectivity to reach the base station.

The focus of this paper is on wireless mesh networks
(WMNs). A WMN operates just like a network of fixed
routers, except that they are connected only by wireless links.
WMNs are gaining significant momentum as an inexpensive
way to provide last-mile broadband Internet access [14]–[18],
[30]. In this application, some of the nodes in the WMN are
connected to the Internet via physical wires, while the remain-
ing nodes access the Internet through these wired gateways
by forming a multi-hop WMN with them. As deployment and
maintenance of physical wires is a major cost component in
providing high-speed Internet access [17], use of WMN at the
last hop significantly brings down the overall system cost and
offers an attractive alternative to DSL/cable modem.

Another application of WMN is an enterprise-scale wireless
backbone, where access points inter-connect using wireless
links to form a connectivity mesh [19], [20], [31], [32]. Most
of today’s enterprise wireless LAN deployment is only limited
to the access network role, where a comprehensive wired back-
bone network is still needed to relay traffic from/to wireless
LAN access points. Use of WMN can effectively eliminate the
wired backbone and enable truly wireless enterprises.

Although a WMN is similar in concept to a mobile ad
hoc network, there are some important differences between
the two. Firstly, nodes in a WMN are fixed (i.e. not mobile).
Topology changes are therefore infrequent, and occur only due
to occasional node failures, node shut-down for maintenance,
or addition of new nodes. Secondly, the traffic characteristics,
being aggregated from a large number of traffic flows, do
not change very frequently, permitting optimization of net-
work based on measured traffic profiles. Thirdly, the traffic



distribution in a WMN is typically skewed, as most of the
user traffic is directed to/from a wired network. This happens
because users typically want to access resources on the Internet
or on the enterprise servers, and both of them most likely
reside on the wired infrastructure [22]. Finally, to serve as
an effective backbone, a WMN requires proactive discovery
of paths to reduce packet delays. In contrast, in most mobile
ad hoc networks, reactive routing strategies are a normal as
additional packet latency due to on-demand route discovery is
acceptable.

This paper describes and evaluates a novel multi-channel
WMN architecture that is built on 802.11-based wireless LAN
hardware and is specifically tailored to multi-hop wireless
access network applications. Although the multi-NIC approach
has been mentioned in the past, we believe this work represents
the first comprehensive study of this approach in the context
of a wireless access network. In particular, this paper makes
the following research contributions:

• A fully distributed channel assignment algorithm that can
adapt to traffic loads dynamically,

• A multiple spanning tree-based load-balancing routing
algorithm that can adapt to traffic load changes as well
as network failures automatically, and

• A comprehensive performance study that shows sig-
nificant bandwidth improvements over single-channel
WMNs, which are validated through empirical measure-
ments on a fully working prototype.

The rest of the paper is organized as follows. Section II
reviews the past work related to this project. Section III
discusses the overall system architecture of Hyacinth, brings
out the research issues in the architecture, and outlines a
previously proposed centralized channel assignment algorithm.
Section IV presents the distributed channel assignment and
routing algorithms for the proposed architecture. Section V
evaluates the Hyacinth architecture and the effectiveness of
the proposed algorithms. Section VI briefly discusses the im-
plementation and empirical evaluation of the 9-node Hyacinth
prototype. Finally, section VII concludes the paper with a
summary of research contributions.

II. RELATED WORK

A. Multi-channel MAC
Several proposals [2]–[5] have been made to modify the

MAC layer to support multi-channel networks. The approach
taken by most of this body of research is to find an optimal
channel for a single packet transmission, essentially avoiding
interference and enabling multiple parallel transmissions in
a neighborhood. Unlike in all these previous proposals, our
architecture does not perform channel switching on a packet-
by-packet basis; our channel assignment lasts for a longer
duration, such as several minutes or hours, and hence does not
require re-synchronization of communicating network cards
on a different channel for every packet. This property makes
it feasible to implement our architecture using commodity
802.11 hardware.

B. Multi-radio research
The multi-NIC approach has been discussed in some past

work [21] [22], however no distributed channel assignment

algorithm has been proposed that can indeed realize the
true performance potential of this architecture [28]. In [21],
authors use multiple 802.11 NICs per node in an ad hoc
network by assuming an identical channel assignment to all
nodes – NIC-1 is assigned channel-1, NIC-2 to channel-
2, and so on. This approach can only yield a factor 2 of
improvement using 2 NICs, as compared to a factor 6 to 7
improvement possible with our channel assignment scheme.
Use of multiple radios in conjunction with directional antennas
has been discussed in [22], [32] and [17]. In the current
solutions using this approach, a node either requires MAC
modifications to support beamforming [17], or requires a
separate radio to communicate with each of its neighbors
[22] [32]. In contrast, our architecture can give substantial
performance improvements using a small number of radios on
each node. We first proposed the use of multiple NICs per
node, and described how to exploit the performance potential
of this approach using centralized channel assignment and
routing algorithms in [28]. We also showed why a traffic load-
unaware channel assignment algorithm [31] fails to do so. In
the current paper, we propose a set of distributed load-aware
channel assignment and routing algorithms that can realize
the raw performance potential of the multi-NIC architecture in
the context of multi-hop wireless access networks. Compared
with an earlier version of this multi-channel WMN architecture
[11], this version completely eliminates the need of separate
control interface, incorporates prioritized channel assignment
to emulate a logical fat tree structure, and supports fast failure
recovery. In addition, the current paper develops and details
overall architecture and algorithms, and provides the results
of the first comprehensive performance study of them.

C. Load-balancing Ad hoc Network Routing

A vast amount of research has been conducted in single-
channel multi-hop routing in ad hoc networks [12] [13].
Specifically, in [22] authors propose an algorithm for load-
balancing wireless links of a gateway node that connects
a wireless access network to the wired network. In this
algorithm, the gateway node co-ordinates the movement of
all the nodes across the tree to achieve load-balancing. In
contrast, our load-balanced routing algorithm does not require
such coordination or centralized computation. Various metrics
have been proposed to measure an individual “link-load” in
a wireless network – using the number of packets [27] or
number of paths [26] going through a particular node and
its interference zone. We similarly measure the traffic going
through each node, and compute the available bandwidth on
different links of a path as well as on the gateway node to find
a load-balancing route. As different links in a neighborhood
can operate on different channels, we separate out each chan-
nel load and use it to compute the residual bandwidth available
to any link. Finally, in [25] authors consider the problem of
load-balancing across different nodes sitting on a narrow strip.
The proposed algorithm combines the two greedy strategies –
forward each packet to the least-loaded node and forward each
packet to the furthest node. We additionally take into account
the load on interfering nodes, and determine the bandwidth
available to each node.
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Fig. 1. The Hyacinth architecture consists of a multi-channel wireless mesh
network (WMN) core, which is connected to a wired network through a set
of wired connectivity gateways. Each WMN node has multiple interfaces,
each operating at a distinct radio channel. A WMN node is equipped with a
traffic aggregation device (similar to an 802.11 access point) that interacts with
individual mobile stations. The multi-channel WMN relays mobile stations’
aggregated data traffic to/from the wired network. The links between nodes
denote direct communication over the channel indicated by the number on the
link. In this example, each node is equipped with 2 wireless NICs. Therefore
the number of channels any node uses simultaneously cannot be more than 2;
the network as a whole uses 5 distinct channels.

D. Topology Discovery and Traffic Profiling

The other aspect of any WMN is the topology discovery.
Several topology discovery algorithms have been proposed
earlier [7] [8]. Specifically in [7], authors discuss the appli-
cation of mobile agents paradigm to neighbor discovery and
traffic information exchange. In our mesh network, the nodes
use similar techniques to discover neighboring mesh nodes
as well as find load on various channels in the interference
zone. To tune the network channel and route assignments to
the current network load, we perform traffic profiling on each
node, similar to ones discussed in [9] and [10].

III. PROBLEM FORMULATION

A. System Architecture

As shown in Fig 1, the wireless mesh network (WMN)
architecture that this work targets at consists of fixed wireless
routers, each of which is equipped with a traffic aggregation
access point that provides network connectivity to end-user
mobile stations within its coverage area. In turn, the wireless
routers form a multi-hop ad hoc network among themselves
to relay the traffic to and from mobile stations. Some of the
WMN nodes serve as gateways between the WMN and a
wired network. All infrastructure resources such as file servers,
Internet gateways and application servers, reside on the wired
network and can be accessed through any of the gateways. In
the most general case, the physical links between gateways
and the wired network can be a wired link, or a point-to-point
802.11 or 802.16 wireless link.

Each node in a multi-channel WMN is equipped with
multiple 802.11-compliant NICs, each of which is tuned to
a particular radio channel for a relatively long period of time,
such as several minutes or hours. For direct communication,
two nodes need to be within communication range of each
other, and need to have a common channel assigned to their

interfaces. A pair of nodes that use the same channel and
are within interference range may interfere with each other’s
communication, even if they cannot directly communicate.
Node pairs using different channels can transmit packets
simultaneously without interference. For example, in Fig 1,
each node is equipped with 2 NICs. The “virtual links” shown
between the nodes depict direct communication between them,
and the channel used by a pair of nodes is shown as the number
associated with the connecting link. This example network
totally uses 5 distinct channels. Note that mobile nodes have
only a single NIC, and the interaction between mobile nodes
and a traffic aggregation device is similar to the infrastructure
mode operation of the IEEE 802.11 standard.

B. Channel Assignment Problem

Intuitively, the goal of channel assignment in a multi-
channel WMN is to bind each network interface to a radio
channel in such a way that the available bandwidth on each
virtual link is proportional to the load it needs to carry. This
problem is different from the channel assignment problem
in cellular networks [23], because adjacent base stations in
a cellular network are connected through wired networks,
whereas adjacent nodes in a WMN can only communicate with
each other through wireless links. Therefore, if one simply
assigns a least-used channel to a WLAN interface, there is no
guarantee that the resulting mesh network is even connected. A
Hyacinth node needs to share a common channel with each of
its communication-range neighbors with which it wishes to set
up a virtual link or connectivity. On the other hand, to reduce
interference a node should minimize the number of neighbors
with whom to share a common channel. More generally, one
should break each collision domain into as many channels as
possible while maintaining the required connectivity among
neighboring nodes.

The channel assignment problem can actually be divided
into two subproblems: (1) neighbor-to-interface binding, and
(2) interface-to-channel binding. Neighbor-to-interface binding
determines through which interface a node uses to commu-
nicate with each of its neighbors with whom it intends to
establish a virtual link. Because the number of interfaces
per node is limited, each node typically uses one interface
to communicate with multiple of its neighbors. Interface-to-
channel binding determines which radio channel a network
interface should use. The main constraints that a channel
assignment algorithm needs to satisfy are

• The number of distinct channels that can be assigned to
a WMN node is bounded by the number of NICs it has.

• Two nodes that communicate with each other directly
should share at least one common channel.

• The raw capacity of a radio channel within an interference
zone is limited.

• The total number of non-overlapped radio channels is
fixed.

At a first glance, this problem appears to be a graph-coloring
problem. However, standard graph-coloring algorithms cannot
really capture its requirements and constraints. A node-multi-
coloring formulation [24] fails to capture the second constraint
where communicating nodes need to be assigned a common



color. An edge-coloring formulation fails to capture the first
constraint where no more than q (number of NICs per node)
colors can be incident onto a node. While a constrained
edge-coloring might be able to roughly model the remaining
constraints, it is still incapable of satisfying the third constraint
of limited channel capacity. Conceptually, links that need to
support higher traffic load should be given more bandwidth
than others. This means that these links should use a radio
channel that is shared among a fewer number of nodes. An
ideal load-aware channel assignment would distribute radio
resource among links in a way that matches their expected
traffic loads.

C. Load-Balancing Routing Problem

Channel assignment depends on the load on each virtual
link, which in turns depends on routing. The traffic distribution
of a WMN is skewed – most of the WMN nodes communicate
primarily with nodes on the wired network. This is the case
because most users are primarily interested in accessing the
Internet or enterprise servers, both of which are likely to reside
on the wired network [22]. The goal of the routing algorithm
is thus to determine route(s) between each traffic aggregation
device and the wired network in such a way that balances the
load on the mesh network, including the links to the wired
network. Load balancing helps avoid bottleneck links, and
increases the network resource utilization efficiency.

D. Evaluation Metric

The ultimate goal of the channel assignment and routing
algorithms is to maximize the overall network goodput, or the
number of bytes it can transport between the traffic aggregation
devices and the wired connectivity gateways within a unit time.
To formalize this goal, we define the cross-section goodput of
a network as

X =
∑

a

min(
∑

i

C(a, gi), B(a)) (1)

where C(a, gi) is the useful network bandwidth available
between a traffic aggregation device a and a gateway node
gi. If the bandwidth requirement between a traffic aggregation
device a and the wired network is B(a), then only up to B(a)
of the bandwidth between node a and all the gateway nodes
is considered useful. This criteria ensures that only the usable
bandwidth of a network is counted towards its cross-section
throughput, hence the term cross-section goodput. The goal of
the channel assignment and routing algorithms is to maximize
this cross-section goodput X .

E. Centralized Channel Assignment Algorithm

Although the notion of network-wide load balancing [28]
is conceptually simple, it is rarely used in previous load
balancing routing algorithms because it is surprisingly difficult
to capture quantitatively. Even with a complete knowledge of
network topology and traffic matrix, the channel assignment
problem is NP-hard. We prove its hardness by reducing
the multiple subset sum problem to the channel assignment
problem [28]. To establish a baseline, we develop a greedy
centralized algorithm to the channel assignment/routing prob-
lem in multi-channel WMNs [28]. The algorithm works by first

estimating the load imposed on each virtual link by each traffic
flow in the given traffic matrix, and thus the total expected
load on each virtual link. The channel assignment algorithm
then visits all the virtual links in decreasing order of their
expected loads. Upon visiting a particular virtual link, the
algorithm greedily assigns it a channel that leads to minimum
interference and contention with neighboring nodes in the
interference zone whose WLAN interfaces have already been
assigned to specific channels.

IV. DISTRIBUTED ROUTING/CHANNEL ASSIGNMENT
ALGORITHM

In this section, we present a distributed routing/channel
assignment algorithm that utilizes only local topology and
local traffic load information to perform channel assignment
and route computation. This information is collected from
a (k + 1)-hop neighborhood, where k is the ratio between
the interference and communication ranges, and is typically
between 2 and 3.

A. Load-Balancing Routing

As most of the traffic on a WMN is directed to/from the
wired network, each WMN node needs to discover a path to
reach one or multiple wired gateway nodes. Logically, each
wired gateway node is the root of a spanning tree, and each
WMN node attempts to participate in one or multiple such
spanning trees. These spanning trees are connected to each
other through the wired network. When each WMN node
joins multiple spanning trees, it can distribute its load among
these trees and also use them as alternative routes when nodes
or links fail. However, a WMN node may need additional
wireless network interfaces to join multiple trees. In this paper,
we restrict our focus on the case where each node is actively
associated with only one of the trees and uses the other trees
only for failure recovery.

1) Routing Tree Construction: The basic tree construction
process is similar to IEEE 802.1D’s spanning tree formation
algorithm [6] with two major differences – (a) the metric
used by each WMN node to determine a parent is dynamic
to achieve better load balancing, and (b) load-aware channel
assignment technique is used to automatically form a fat-tree
where more relay bandwidth is available on virtual links closer
to the roots of the trees, i.e., wired gateways.

Assume a node X has already discovered a path to the
wired network. It periodically, every Ta time units, broadcasts
this reachability information to its one-hop neighbors using
an ADVERTISE packet. Initially, only the gateway nodes can
send out such advertisements because of direct connectivity to
the wired network. Over time, intermediate WMN nodes that
have a multi-hop path to one of the gateway nodes can also
make such advertisements. The ADVERTISE packet that X
sends out contains the “cost” of reaching the wired network
through X. Upon receiving an advertisement, X’s neighbor,
say node Y, can decide to join X if Y does not have a path
to the wired network, or the cost to reach the wired network
through X is less than Y’s current choice. To join node X, Y
sends a JOIN message to X. On receiving the JOIN message,
X adds Y to its children list, and sends an ACCEPT message
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Fig. 2. A distributed route discovery/update protocol used to establish routes
between multi-channel WMN nodes and wired gateways.

to Y with information about channel(s) and IP address to use
for forwarding traffic from Y to X. In terms of the routing tree,
X is now the parent of Y, and Y is one of the children of X.
Finally, Y sends a LEAVE message to its previous parent node,
say V. From this point on, Y also broadcasts ADVERTISE
packets to its own one-hop neighbors to further extend the
reachability tree. Fig 2 shows the message exchange sequence.

As a result of the exchange of JOIN/ACCEPT/LEAVE
messages, the routing tables on the involved nodes are updated.
First, the default routing entry of Y points to X as the next
hop. All nodes in the tree from V upwards to the corresponding
gateway node delete the forwarding entries pointing to Y and
its children, if any. On the other hand, all nodes in the tree
from X upwards to the gateway node add a forwarding entry
for packets destined to Y and its children. To perform these
route updates, the RT ADD/RT DEL messages are sent up to
the root of the corresponding trees, as shown in Fig 2.

Delivery of some protocol messages such as JOIN, AC-
CEPT and LEAVE needs to be reliable for consistent network
operations. These reliable connections are built as part of the
Neighbor Discovery Protocol, wherein a new node broadcasts
a HELLO message to its one-hop neighbors. Upon receiving
this HELLO message from a new node, each of its neighbors
establishes a reliable connection with the new node and also
sends an ADVERTISE message to expedite the route discovery
for the new node. A reliable connection is built on top of the
UDP layer and is used for delivering all control messages that
require reliability. The HELLO message itself can be lost, and
is thus broadcasted multiple times to minimize the probability
of message loss. The ADVERTISE message, in contrast, is
sent as an unreliable broadcast packet for efficiency reasons.

2) Routing Metric: The “cost” metric carried in the AD-
VERTISE messages determines the final tree/forest structure.
We explore three different cost metrics. First is the hop count
between a WMN node and the gateway node associated with
an ADVERTISE message. This metric enables a WMN node
to reach the wired network using the minimum number of
hops, but does nothing to balance network load. An advan-
tage of using the hop-count metric is rapid convergence, as
the minimum hopcount from a node to a wired network is
determined by physical topology and is thus mostly static.

The second cost metric is the gateway link capacity, which
indicates the residual capacity of the uplink that connects the
root gateway of a tree to the wired network. Residual capacity
of any link is determined by subtracting the current usage of
the link from its overall capacity. In case the total bandwidth of
a gateway’s wireless links is smaller than its uplink, we take
the wireless links’ bandwidth as the gateway link capacity.

The third cost metric is the path capacity, which represents
the minimum residual bandwidth of the path that connects
a WMN node to the wired network. Path capacity is more
general than gateway link capacity because the former assumes
that the bottleneck of a path can be any constituent link on
the path, rather than always the gateway link. The capacity of
a wireless link is approximated by subtracting the aggregate
usage of the link’s channel within its neighborhood from the
channel’s raw capacity which is assumed to be fixed within
any collision domain.

The latter two metrics are dynamic, and can result in
route flaps and a non-convergent network behavior. Route
flaps occur when multiple nodes discover and switch to
an underutilized path at the same time. Such simultaneous
switching results in overloading of the originally underutilized
path. This problem is similar to the route flapping problem
observed on the wired Internet [29]. One can use similar
measures as in BGP to dampen these route flaps reactively.
We prevent route flaps by introducing a slight modification of
the protocol. Since gateway is the only node aware of its latest
link load, we propagate JOIN message up to the gateway. The
gateway can now send an ACCEPT or a REJECT back to the
newly joining node based on the gateway’s latest residual link
capacity. In addition, any intermediate node can also send a
REJECT message to new requests if its capacity has decreased
because other nodes switched to join its subtree. Additionally,
the RT ADD message also updates the current link usage on
each hop of the path. This protocol modification effectively
addresses the route flap problem at its source itself. As shown
in the performance section, the bandwidth overhead introduced
by this protocol change is fairly small.

B. Distributed Load-Aware Channel Assignment

The neighbor discovery and routing protocol in the previous
subsection allows each WMN node to connect with its neigh-
bors and identify a path to the wired network. We now discuss
the mechanisms through which a WMN node can decide how
to bind its interfaces to neighbors and how to assign radio
channels to these interfaces without global coordination, as in
the case of centralized algorithm.

1) Neighbor-Interface Binding: The key problem in the de-
sign of a distributed channel assignment algorithm is channel
dependency among the nodes, which is illustrated in Fig 3. In
this example, assume node D finds that the link D-E is heavily
loaded and should be moved to a lightly loaded channel 7.
As D only has 2 NICs, it can only operate on two channels
simultaneously. To satisfy this constraint, link D-F also needs
to change its channel. The same argument goes for node E,
which needs to change the channel assignment for link E-H.
This ripple effect further propagates to link H-I. Similar ripple
effects would ensue if link A-E were to change its channel. In
this case, link E-G and G-K will need to change their channels
as well. This channel dependency relationship among network
nodes makes it difficult for an individual node to predict the
effect of a local channel re-assignment decision.

To bound the impact of a change in channel assignment,
we impose a restriction on the WMN nodes. Specifically,
the set of NICs that a node uses to communicate with its
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parent node, termed UP-NICs, is disjoint from the set of
NICs the node uses to communicate with its children nodes,
called DOWN-NICs, as shown in Fig 4. Each WMN node is
responsible for assigning channels to its DOWN-NICs. Each
of the node’s UP-NICs is associated with a unique DOWN-
NIC of the parent node and is assigned the same channel
as the parent’s corresponding DOWN-NIC. This restriction
effectively prevents channel dependencies from propagating
from a node’s parent to its children, and thus ensures that a
node can assign/modify its DOWN-NICs’ channel assignment
without introducing ripple effects in the network. Because a
gateway node does not have any parent, it uses all its NICs
as DOWN-NICs. To increase the relay capability, each non-
gateway node attempts to equally divide its NICs into UP-
NICs and DOWN-NICs. However, a node farther from the
gateway is assigned a lower priority in choosing channels, and
thus may not get the required bandwidth on any single channel.
In this case, the node can dedicate more NICs as DOWN-NICs
to aggregate the leftover bandwidth from multiple channels.

2) Interface-Channel Assignment: Once the neighbor-to-
interface mapping is determined, the final question is how
to assign a channel to each of the NICs. The channel as-
signment of a WMN node’s UP-NICs is the responsibility
of its parent. To assign channels to a WMN node’s DOWN-
NICs, it needs to estimate the usage status of all the channels
within its interference neighborhood. Each node therefore
periodically exchanges its individual channel usage informa-
tion as a CHNL USAGE packet with all its (k + 1)-hop
neighbors, where k is the ratio of the interference range and
the communication range. Because all the children and parent
of a node, say A, can interfere with their own k hop neighbors,
A’s (k + 1)-hop neighborhood includes all the nodes that can
potentially interfere with A’s communication. The aggregate
traffic load of a particular channel is estimated by summing

up the loads contributed by all the interfering neighbors that
happen to use this channel. To account for the MAC-layer
overhead such as contention, the total load of a channel is a
weighted combination of the aggregated traffic load and the
number of nodes using the channel.

Based on the per-channel total load information, a WMN
node determines a set of channels that are least-used in its
vicinity. As nodes higher up in the spanning trees need more
relay bandwidth, they are given a higher priority in channel
assignment. More specifically, the priority of a WMN node is
equal to its hop distance from the gateway. When a WMN node
performs channel assignment, it restricts its search to those
channels that are not used by any of its interfering neighbors
with a higher priority. The outcome of this priority mechanism
is a fat-tree architecture where links higher up in the tree are
given higher bandwidth.

Because traffic patterns and thus channel loads can evolve
over time, the interface-to-channel mapping is adjusted peri-
odically, every Tc time units. Within a channel load-balancing
phase, a WMN node evaluates its current channel assignment
based on the channel usage information it receives from
neighboring nodes. As soon as the node finds a relatively less
loaded channel after accounting for priority and its own usage
of current channel, it moves one of its DOWN-NICs operating
on a heavily-loaded channel to use the less-loaded channel,
and sends a CHNL CHANGE message with the new channel
information to the affected child nodes, which modify the
channels of their UP-NICs accordingly. The node also sends
an updated channel usage map to its (k + 1)-hop neighbors.
This quick channel usage update strategy ensures that other
nodes in the neighborhood do not migrate to the new channel
because they assume (incorrectly) that it is still less loaded.
The probability of race condition is further reduced by skewing
the load-balancing phases among neighboring nodes.

In the case that a relatively less-loaded channel is unavail-
able for a NIC operating on a heavily-loaded channel, the
WMN node performs child-interface load balancing. Here, it
re-distributes its children among its DOWN-NICs such that
the DOWN-NICs’ channels get more uniformly loaded.

C. Virtual Control Network

Unlike in a single-channel mesh network, nodes in a multi-
channel WMN may not share any common channel with
some of their physical neighbors. One simple option is to
add a CONTROL-NIC on each node, tune it to a common
channel, and route all control traffic such as ADVERTISE
messages over this control network. This additional hardware
interface can be saved by forming a virtual control network
over the same multi-channel mesh network to exchange control
packets.

A WMN node needs to communicate each control message
to its c-hop physical neighbors, where c depends on the
message’s type and can range from 1 to (k + 1), where k

is again the ratio of interference and communication ranges.
Since there is always a path between a WMN node and its
physical neighbors, a control message can be delivered through
one or multiple hops on the mesh network. For efficiency
reasons, the broadcast control messages are delivered using
IP multicast. Essentially the idea here is to implement layer-2
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communication using layer-3 routing so as to eliminate the
dedicated control interface on each node. With the use of
virtual control network, a new node needs to scan all chan-
nels for broadcasting HELLO messages during the neighbor
discovery phase. Channel scanning process can be done in 5
to 10 sec. When two nodes scan the channels simultaneously,
each node only uses its UP-NIC to perform the scanning, while
keeping the DOWN-NIC at a fixed channel. This ensures that
the neighboring nodes can eventually discover each other.

D. Failure Recovery

When a node fails, nodes in its subtree lose their connectiv-
ity to the wired network. Hyacinth reorganizes the network to
bypass the failed node and restore the connectivity. To accom-
modate node failures, each WMN node remembers alternative
advertisements it has received from all other potential parent
nodes. Upon detection of a parent-node failure, each of its
child nodes sends a JOIN message to a “backup” parent node,
and re-establishes its connectivity with the wired network.
This scheme allows fast recovery from a node failure without
committing any additional physical radio resources.

Not all failures can be handled locally, as shown in Fig 5(a).
Here, when node A fails, its child node D does not have
a ready-backup parent that can re-connect it to the wired
network. To recover from such failures, node D sends a
FAILURE message to its immediate children F and G, asks
them to perform their own failure recovery, and forces itself
to go back to the channel-scanning mode. The FAILURE
message contains the list of failed parent nodes, in this case,
A and D. Each child node in turn attempts to associate with its
respective backup parents. However, in this process the child
nodes actively avoid known failed nodes, in this case A and D.
If a child cannot find any usable backup parent, it recursively
broadcasts a FAILURE message to its children after adding its
own name to the failed-nodes-list included in the FAILURE
message, and goes to channel-scanning mode. In Fig 5(a),
node G performs local recovery, while node F relays the
FAILURE message to its own children C and E. Fig 5(b)
shows the final network connectivity after the recovery process
is completed. A failure recovery is eventually followed by the
usual periodic traffic profiling, and channel adjustments to re-
balance the network load across different channels.

V. PERFORMANCE EVALUATION

We studied the performance gains of the proposed multi-
channel WMN architecture and the effectiveness of the pro-
posed channel assignment and routing algorithms through

extensive ns-2 simulations. We modified ns-2 to support mul-
tiple wireless cards on each wireless node and to support
dynamic channel assignment. The evaluation metric for most
experiments is cross-section goodput, which is defined as the
sum of all useful bandwidth between traffic aggregation nodes
in a WMN and their corresponding gateway nodes (eqn 1).
The following are the default settings for the simulations.
Each node is equipped with 2 NICs, and the number of
physical channels is 12. For effective multi-hopping, RTS/CTS
mechanism is enabled. The ratio between the interference
range and the communication range is set to 2. Channel load-
balancing period Tc of a node is set to 1 minute, while the
channel-usage and routes advertisement frequency, is set to
once every 30 seconds (Ta).

A. Improvements due to Multi-channel Mesh Networking

We measured the throughput improvements achieved by
Hyacinth’s multi-channel mesh networking architecture using
different channel assignment algorithms. Ten different 60-node
network topologies are generated, each randomly sampled
from a 9x9 square grid network. Based on the topology and
location, each node could communicate with up to 4 neighbors.
Four of these 60 nodes were designated as the gateway nodes
and connected to the wired network. For each topology, 30
nodes were chosen at random to generate traffic flows. Each
traffic flow represents an aggregate of traffic streams from
multiple users. The average bandwidth for each flow is chosen
at random between 0 and 3 Mbps.

To drive the network to saturation, the bandwidth of all the
flows is proportionally varied until the network can only route
80% of the aggregate input traffic. The relative performance
of different algorithms does not change for other values of
saturation threshold, e.g. 100% at which we ensure that each
flow has to be assigned its full required bandwidth. The same
is true when the saturation threshold is made per-flow to ensure
fairness across different flows. For example, one can ensure
that each flow has to be assigned at least a certain percentage
of its traffic requirement. For brevity, we only show the overall
cross-section goodput for all the graphs.

The results in Fig 6 show that even with identical channel
assignment scheme [21], deploying 2 NICs on each node
improves the network goodput by a factor of 2 compared
with conventional single-channel network. With the proposed
distributed channel assignment algorithm the network through-
put becomes 6 to 7 times that of single-channel network.
Intuitively, Hyacinth’s channel assignment algorithm breaks a
collision domain in a single-channel network into multiple col-
lision domains each operating in a different frequency range.
This division of collision domain across different frequency
channels is the key reason for the nonlinear goodput improve-
ment (6-7 times) with respect to the increase in the number of
NICs (from 1 to 2). Moreover, the interference among adjacent
hops of an individual path and among neighboring paths is
greatly reduced.

The first distributed channel assignment scheme [11], called
physical control network, uses a dedicated control channel for
communicating all control traffic. This requires an additional
WLAN interface on each node specifically for control traffic.
The second distributed channel assignment scheme, called
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times as compared with a single-channel network of the same topology.

virtual control network, multiplexes the control traffic over
data NICs thereby reducing the per-node hardware cost. The
fact that these two schemes have comparable performance
suggests that control traffic introduces minimal overhead when
multiplexed on the main data channels. Finally, the centralized
channel assignment/routing algorithm does not perform much
better than the distributed versions; this shows that the perfor-
mance loss due to distribution of intelligence is very small.

An alternate design for a multi-channel mesh networking
[30] is to equip each node with a single interface and operate
the sub-network rooted at each gateway at a different channel
[30]. Logically, this should reduce the contention among nodes
and thus improve the network goodput. Surprisingly, this
scheme does not give much throughput improvement over a
single-channel mesh network as shown in Fig 6. The fact
that only a single channel is used within a tree means that
there is still heavy collision and interference on the wireless
links around each gateway, which is most likely where the
bottleneck is. In contrast, a true multi-channel mesh network
architecture can split the wireless links around each gateway
into as many collision domains as possible, thus delivering
higher effective bandwidth.

We next simulated a 64-node network placed in an 8x8
grid with 4 uniformly distributed gateway nodes connected to
the wired network. The remaining 60 nodes were (randomly)
divided into 5 different popularity sets of equal sizes. A
node’s popularity determines the size of its user base and in
turn the number of new HTTP connections generated every
second from the node. The simulations were done using the
PackMime extension of ns-2 that decides the request arrival
pattern and response sizes using models discussed in [33].
Based on the node popularity, the average rate of new HTTP
requests for the node was 0, X, 2X, 3X, or 4X, where X is the
traffic intensity for the experiment. Fig 7 shows the response
time observed by web users on this simulated network. The
observed delay in the single-channel mesh network increases
rapidly with the traffic intensity and eventually limits the
number of users it can support. With just 2 NICs on each node,
the multi-channel mesh network reduces the HTTP response
time substantially. Additionally, at saturation the multi-channel
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Fig. 8. Effects of varying the number of WLAN interfaces per node and
number of non-overlapped radio channels.

WMN can support over 4 times as much web traffic as
compared with the single-channel WMN, and consequently
a much larger user base.

B. Impact of System Parameters

1) Number of WLAN Interfaces and Radio Channels: The
number of non-overlapped radio channels is 3 for 802.11b/g
and 12 for 802.11a. Fig 8 shows the effects of varying the
number of radio channels on the network goodput. These
experiments were conducted on a 64-node grid network with
4 gateway nodes uniformly placed across the network. The
traffic was generated by 30 randomly chosen wireless mesh
nodes, at an average rate chosen randomly between 0 and
3 Mbps for each node. We also vary the number of NICs
per node to evaluate the impact of number of NICs on the
utilization efficiency of the channels. The network goodput
increases monotonically with the number of non-overlapped
channels when the the number of NICs per node is kept
constant, because a collision domain can be broken into more
non-interfering collision domains. When each node has 2
NICs, the network goodput saturates at about 6 channels.
When the number of NICs on each node is increased to 4,
the network can use up to 12 channels before its performance
starts to saturate.

2) Number of Gateway Nodes: A major cost component
of a WMN is its gateway nodes to the wired Internet [17].
The proposed algorithms attempt to make the best of the
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Fig. 9. The network goodput increases with the number of gateway nodes in
the network. This means that the proposed channel assignment and routing al-
gorithm can effectively reconfigure the WMN to leverage additional bandwidth
made available by additional gateways.

available gateways to increase the network goodput, as shown
in Fig 9. In these experiments, the number of gateway nodes
was increased from one to nine in a 9x9 grid network. In
the final configuration, the 9 gateway nodes were uniformly
distributed across the network. Each additional gateway node
improves the network goodput because it adds more capacity
to relay traffic from the user nodes to the wired network,
and the proposed channel assignment and routing algorithm
can effectively reconfigure the WMN to leverage additional
bandwidth made available by additional gateways.

3) Placement of Gateway Nodes: Fig 10 shows the effect
of placement of gateway nodes on the network goodput. As
expected, the best performing configuration is the uniform
placement of gateways as it makes it easier to spread the
traffic load among the gateways. However, even when gateway
nodes are concentrated in one place, the proposed channel
assignment and routing algorithm can still reap most of the
performance benefits. Concentration of gateway nodes is desir-
able because it simplifies installation (wiring) and management
of gateway nodes, reducing the overall cost of WMN.

C. Impact of Algorithm Parameters

1) Channel Selection Criterion: To select a channel for
an interface, a node needs to estimate the load on each of
the available physical channels. We compare three different
criterion used in selecting a channel. The first criterion uses
the number of interfering nodes sharing a channel. The second
criterion estimates a channel’s load by adding up the channel
usage of each of the interfering nodes. The third criterion takes
into account a channel’s load as well as whether it is being
used by nodes closer to some gateways. By reducing the extent
of congestion and collision for channels used by nodes closer
to a gateway, this metric provides higher capacity to links
closer to the root of a tree, thus enabling a fat tree architecture.

As shown in Fig 11, using the measured channel usage as
the channel selection criterion gives substantial performance
improvement over the criterion based only on the number of
nodes sharing a channel, because measured channel usage
is a more accurate way to reflect the load of a channel.
Surprisingly, adding channel prioritization does not help at
all. The reason is that channels used by links closer to the
gateway nodes are typically more loaded, and as a result tend
to be avoided by nearby descendant nodes that select channels
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Fig. 11. Performance comparison among three channel selection criteria.
Measured channel usage is a more accurate way to estimate the load of a
channel.

based only on the measured channel usage criterion. This
automatically assigns more bandwidth to links closer to the
gateway nodes, thus forming a fat-tree.

Fig 12 shows the effectiveness of using measured channel
usage as the channel selection criterion to allocate capacities
to links in proportion of their bandwidth requirements. Before
channel load balancing, a large fraction of network links have
a high packet drop rate in either the interface queue or over
the air. Channel load balancing puts heavily loaded links onto
different channels, substantially reducing these packet-drops.

The current Hyacinth prototype uses both measured channel
usage and contention group size in channel selection: If the
channel usages of two channels differ by more than 10%, the
lightly loaded one is chosen; otherwise, the channel with a
smaller contention group size is chosen.

2) Routing Metric: We compare the impact of various
routing metrics on the overall network performance for skewed
traffic profiles. These experiments were conducted over a 64-
node grid network with 4 uniformly placed gateway nodes.
For each traffic profile, 20 different traffic aggregation devices
were chosen in a skewed manner, specifically closer to two of
the gateway nodes. As expected, shortest path routing does
not utilize the gateways’ bandwidth effectively. Gateway load
balancing considers the available bandwidth on each of the
gateway nodes while choosing paths, and path load balancing
estimates the end-to-end available bandwidth between a WMN
node and a gateway node when choosing the routing path. Per-
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formance of path load balancing is only slightly better than that
of gateway load balancing, suggesting that gateways are the
main bottlenecks. In a real-world network, even intermediate
wireless links could form bottlenecks due to interference from
other radio sources, and path load balancing should find more
optimal paths than gateway load-balancing.

D. Traffic Adaptation and Protocol Complexity

In Hyacinth, the network nodes continuously monitor the
loads on their interfaces, exchange channel usage information
every 30 sec, and make load-balancing decisions every 60 sec.
The network goodput should improve as nodes modify their
channel assignments and routing. Fig 14 shows how a 64-
node Hyacinth network adapts to a change in traffic loads. In
this case, one traffic profile of 30 aggregated flows changes to
another at time 600 sec, and the network converges to a new
configuration within 2 load-balancing periods at time 723 sec.

Fig 15 shows the impact on the convergence time of the
load-balancing period. For lower load-balancing periods, the
network converges within 2 load-balancing periods. For higher
load-balancing periods, it takes 1.5 rounds on the average to
converge. Different load-balancing periods also incur different
bandwidth overheads. This overhead is less than 15 Kbps
even with very frequent load-balancing, At the default 60-
second load-balancing period for our experiments, the protocol
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Fig. 15. Impact of load-balancing period on network convergence time
against change in traffic load, and the corresponding bandwidth overhead. The
network typically converges in less than 2 load-balancing periods, because the
load-balancing periods for different nodes are de-synchronized. The bandwidth
overhead due to load balancing actions is relatively low even for a small load-
balancing period of 20 seconds, and reduces logarithmically with increasing
load-balancing period.

overhead is 5 Kbps, which is about 0.025 % of the maximum
network cross-section goodput.

VI. PROTOTYPE IMPLEMENTATION AND EVALUATION

To demonstrate the feasibility of the proposed multi-channel
WMN architecture, we built a 9-node Hyacinth prototype. In
this section, we summarize the key components of this proto-
type, and report the results obtained from a brief performance
study conducted on it.

A. Hardware Components

Each node in the current Hyacinth prototype is a standard
desktop PC running Windows XP equipped with two different
network interfaces – an Orinoco 802.11a/b/g PCI card and
a Netgear 802.11a/b/g PCI card. Both cards operate in the
802.11a ad-hoc mode. Although the 802.11 interfaces mounted
on the same machine operate on non-overlapped channels,
they still interfere with one another [21]. We believe this
interference arises from radiation leakage because of imperfect
channel-filter hardware in commodity cards. We reduce this
interference by using PCI cards equipped with external an-
tennas (separated by 2 feet distance) and no internal antenna.
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mesh network node in the Hyacinth prototype

Additionally, the channels assigned to the two cards mounted
on the same machine are at least one channel apart from each
other. Two out of these nine nodes serve as gateway nodes
that connect the prototype to our department’s wired network.

B. Software Architecture

Fig 16 shows the overall software architecture of a WMN
node. To enable fast packet forwarding, Hyacinth directly uses
the kernel’s packet forwarding routine. The routing/channel
assignment daemon running at the user-level, modifies the
NICs’ IP addresses and the kernel routing table so as to
utilize multiple NICs while forwarding packets over multiple
hops. ICMP-redirect is disabled to avoid the need to allocate
addresses from different subnets. IP address assignment to
mesh nodes is done through a multi-hop DHCP protocol. A
node first assigns a temporary IP address from a small address
space 192.168.254.1 to 192.168.254.254, and uses this address
to connect to a global DHCP server sitting on the wired
network. Upon contacting the global DHCP server, the node
receives a set of new IP addresses (one for each NIC) that are
unique within the entire mesh network.

Each DOWN-NIC and the associated child nodes’ UP-NICs
are assigned to a common channel and a common essid. This
assignment is done using Network Driver Interface Specifica-
tion (NDIS) API calls. These calls set the corresponding pa-
rameters and then reset the card. Channel assignment/Routing
protocol also requires collecting detailed traffic statistics from
individual interfaces. The daemon extracts this information
from the kernel using Windows performance counters.

Each WMN node connects to one or more 802.11b access
points, and is responsible for assigning IP addresses to mobile
stations by acting as a local DHCP server. The IP addresses
are allocated from a range that is obtained from the global
DHCP server. This ensures that each mobile station gets a
mesh-wide unique IP address, which is required for supporting
mobility. To support user mobility, each WMN node also act
as a home/foreign agent and runs a Mobile-IP like protocol.
Details of mobility support are beyond the scope of this paper.

C. Hyacinth Prototype Performance

Fig 17 shows the topology of the 9-node Hyacinth prototype
we built. The nine nodes are placed in an area of size
approximately 20m x 10m spanning two lab rooms with Node-
1 and Node-9 connected to the department wired network.
The transmit power on each node is reduced to 1 mW to
limit interference zones of individual nodes. For evaluation
purposes, the prototype can be run in two different modes
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Fig. 18. Failure recovery time for Node 3 in Fig 17, when node 6 fails. Failure
occurs at time 2000 msec, and network recovers within 700 msec.

– single-channel mode, and multi-channel mode. The single-
channel mode only uses one of the cards to form the mesh
network.

1) FTP bandwidth: We measured the performance of FTP
flows (shown in Fig. 17) that download data from the de-
partment server simultaneously. The aggregate performance
of the flows in the multi-channel operation mode is 55.58
Mbps, which is about 5 times the aggregate throughput in the
single-channel operation mode (11.32 Mbps). Measurements
of upload FTP traffic showed similar performance gains.
These results match closely with those obtained from an ns-
2 simulation of the prototype, and thus validate our previous
simulation results. The throughput improvement over single-
channel case is limited to 5 times as opposed to 6 or 7 times,
because of the small size of the prototype. A larger network
should provide higher throughput gains with multi-channel
mesh networking.

2) Failover Latency: We evaluated the failover aspect of
the proposed architecture using the prototype. Fig 18 shows
how the bandwidth of network flows evolves over time when a
node in the Hyacinth prototype fails. In both the experiments,
Node 6 was made to fail, and Node 3 failed over to Node 2 as
its new parent. The period of time during which the network
flows’ bandwidth drops to zero represents the failure recovery
time. The failure recovery time is between 600 to 700 msec.



Out of these 150 msec is the failure detection time, which
was done by exchanging HELLO packets between Node 3 and
Node 6. The propagation time for the route-change request is
about 1 msec. Most of the remaining time goes into changing
the routing tables.

For failover, Node 3 has to establish a new link-layer con-
nection with Node 2. Due to driver implementation problem,
the channel switching latency on the Windows platform is ex-
tremely high. To remove this overhead from the measurement,
we kept an additional interface of Node 3 tuned on the same
channel as Node 2. With an appropriate driver implementation,
channel switching should only add about 50-100 msec to
overall failover latency [34].

VII. CONCLUSION

Despite many technological advances at the physical layer,
limited bandwidth remains a pressing issue for wireless net-
works, especially when compared with their wired counterpart.
The bandwidth problem is even more serious for multi-hop
wireless mesh networks (WMNs) due to interference between
successive hops on the same path as well as that between
neighboring paths. As a result, conventional single-channel
WMNs cannot adequately support the bandwidth requirements
of last-mile wireless broadband access networks, let alone a
campus backbone that completely replaces the wired Ethernet.
In this paper, we describe a novel multi-channel WMN archi-
tecture that effectively addresses this bandwidth problem by
fully exploiting non-overlapped radio channels that the IEEE
802.11 standards make available.

In particular, this paper addresses two fundamental design
issues in the proposed multi-channel WMN architecture. First,
which of the available non-overlapped radio channels should
be assigned to each 802.11 interface in the WMN? For two
nodes to communicate with each other, their interfaces need to
be assigned to a common channel. However, as more interfaces
within an interference range are assigned to the same radio
channel, the effective bandwidth available to each interface
decreases. Therefore, a channel assignment algorithm needs
to balance between maintaining network connectivity and
increasing aggregate bandwidth. Second, how packets should
be routed through a multi-channel wireless mesh network? The
routing strategy in the network determines the load on each
802.11 interface, and in turn affects the bandwidth requirement
and thus the channel assignment decision for each interface.

Through a detailed simulation study, we show that by
deploying just 2 NICs per node, the distributed channel
assignment/routing algorithm we developed for the proposed
multi-channel WMN architecture can achieve a factor of 6
to 7 throughput improvement compared to the conventional
single-channel WMN architecture. In addition, to demonstrate
the feasibility of the proposed multi-channel WMN architec-
ture, we successfully build a 9-node Hyacinth prototype that
consists of PCs each equipped with two commodity 802.11a
interfaces, and empirically show that it can indeed improve
the aggregate throughput of multiple FTP sessions by a factor
of 5. These results also convincingly prove that with proper
channel assignment and routing algorithms the proposed multi-
channel wireless mesh network architecture can become a
serious contender for campus-wide wireless backbones.
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